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Chapter 1

Differential Equations

1.1 Introduction

This Section can be found in the Section 2.3 of the Textbook

1.1.1 Newton’s Law of Cooling

A: Ambient Temperature (assume constant)
T: Fluid Temperature (depends on time t)

dT

dt
= k(A− T )

k > 0
(1.1)

1. A > T => dT
dt > 0 : coffee is heating

2. A < T => dT
dt < 0 : coffee is cooling

3. A = T => dT
dt = 0 : equilibrium state

Solution of (1.1):
�

dT

A− T
=

�
kdt

ln|T −A| = −kt+ C1

eln|T−A| = e−kt+C1

T −A > 0 => T (t) = A+ C2e
( − kt)

T −A < 0 => T (t) = A− C2e
( − kt)

T −A = 0 => C2 = 0

General solution of (1.1) is T (t) = A+ C3e
−kt ; C3 ∈ R

If T0 = T (0) is specified then C3 ≡ T0 − A, so that T (t) = A+ (T0 − A)e−kt solution of the
initial value problem.

• k determines how fast T (t) converges to A.
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• Equation (1.1) is 1st order, constant-coefficient, linear differential equation(DE). It is
non-homogeneous or forced.

• t is independent, T is the dependent variable.

• Solution is reasonable as we would expect.

1.1.2 Application to ”Time of Death”: Coroner’s Exam

• Death occurs at t = 0, T (0) = 36◦

• Body temperature is measured at t = t1 and t = 1 + t1 := t2, T (t1) = 25◦, T (t2) = 23◦,
A = 20◦

• Equation at t1 : 25 = 20 + (36− 20)e−kt1 , hence kt1 = ln16
5

• Equation at t2 : 23 = 20 + (36− 20)e−kt1 , hence kt2 = ln16
3

Using t2 = t1 + 1 and solving for k and t1: k = ln5
3 t1 = ln(16/5)

ln(5/3) , t1 = 2.28 hours, death
occured 2 hours 17 minutes before the first measurement. Two major assumptions made: A
is constant and k is constant.

1.1.3 Newton’s 2nd Law of Motion

An object of mass m undergoes a net force F (t). Let x(t) be the displacement of the object
from an equilibrium position x(0) = x0.

m
d2x

dt2
= F (t) (1.2)

Suppose F (t) = F0, constant. Integrating once:

m
dx

dt
= F0t+mv0

v0 =
dx

dt

∣∣∣∣
t=0

and integrating once more:

mx(t) =
1

2
F0t

2 +mv0t+mx0

x0 = x(0)

Hence

x(t) =
1

2m
F0t

2 + v0t+ x0

t ≥ 0

with v0:initial velocity and x0: initial position
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• (1.2) is a 2nd order, linear, constant coefficient, non-homogeneous DE.

• It is not always possible to solve a differential equation by direct integration:

Example

E(t) = Ldi
dt + vc

dE

dt
= L

d2t

dt2
+

1

C
i (1.3)

since C dvc
dt = i(t). If we try to solve (1.3) by integration, then

� t

0

dE

dt
dt = L

di

dt
+

1

2

� t

0
i(t)dt+ C1

where both di
dt and

�
i(t)dt are unknown and we can not proceed. We need another technique

to solve (1.3), which is a 2nd order, linear, constant-coefficient, non-homogeneous differential
equation.

1.1.4 Population Dynamics

Let N(t) be a population of something at time t. Then,

dN

dt
= (a− bN)N

N(0) = N0

a, b > 0

(1.4)

is called a ”logistic population model”. Its solution is,

N(t) =
aN0

bN0 + (a− bN0)e−at

as can be checked by substituting into (1.4)

• Solution converges to a
b , starting at N0 and converges monotonically increasing if N0 <

a
b

• (1.4) is nonlinear, 1st order, homogeneous DE.

• if N0 > a
b , then there is a vertical asymptote at T = 1

a ln( bN0−a
bN0

), and population
decreases to a

b

1.2 Ordinary Differential Equations

This Section can be found in the Section 2.2 of the Textbook

F (x, y(x), ẏ(x), . . . , yn(x)) = 0 (1.5)

Is the most general ordinary differential equation since only the ordinary (not partial) deriva-
tives of the dependent variable y appear in the argument of F . The function F has n + 1
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arguments with x, the independent variable. This differential equation is linear of F is such
that (1.5) can be rewritten as:

a0(x)y(n)(x) + · · ·+ an−1(x)ẏ(x) + any(x) = f(x) (1.6)

for some functions ai(x) (i = 0, . . . , n) and f(x). The linear differential equation (1.6) is
homogeneous (unforced) if f(x) ≡ 0 otherwise, it is non-homogeneous (forced). The order
of both (1.5) and (1.6) is n since this is the highest order derivative that appears (provided
a0 6= 0).

Example

1. ẏ + y2 = 0 is a 1st order, nonlinear, ordinary differential equation.

2. x2ÿ + y = 2sin(x) is a 2nd order, linear, non-homogeneous differential equation.

A solution of (1.5) or (1.6) is a function of y(x) that satisfies the equation for all x in interval
D ⊆ R, which is also called a domain of validity.

Example

1. y(x) = 1
x is a solution in D1 = (−∞, 0) or D2 = (0,∞) of ẏ + y2 = 0

2. y(x) = Asin(x) + Bcos(x) is a solution to ÿ + y = 0 for any A,B ∈ R in D = R =
(−∞,∞)

A solution must be obviously be ”differentiable” and hence ”continuous” over the domain D.

1.2.1 First Order Linear Differential Equations

a0(x)ẏ + a1(x)y = f(x) can be put into the form:

ẏ + p(x)y = q(x) (1.7)

p :=
a1

a0

q :=
f

a0

Its homogeneous version is with q(x) ≡ 0:

ẏ + p(x)y = 0 (1.8)
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Which can be solved by direct integration:

dy

dx
= −p(x)y

dy

y
= −p(x)dx

�
dy

y
= −

�
p(x)dx

ln|y| = −
�
p(x) + C

|y| = e−
�
p(x)dx · eC

y(x) = ±Be−
�
p(x)dx

y(x) = Ae−
�
p(x)dx (1.9)

Where A ∈ R, note that if A 6= 0, then y(x) 6= 0 so that our assumption above is satisfied.
If A = 0, then (1.9) is still a solution to (1.8), i.e., the trivial solution y(x) ≡ 0.

�
p(x)dx in

(1.9) is any arbitrary but fixed anti-derivative of p(x) and exists whenever p(x) is continuous,
function of x.

Example

dy
dx = −y, then p(x) = 1, hence

�
p(x)dx =

�
dx can be taken as x, x + 1, x − 1, etc.

This gives alternative expressions for (1.9) as y(x) = Ae−x or Ae−x−1 or Ae−x+1. But notice
that A can take any value in R so that all these expressions are equivalent general solutions
of (1.8).

1.2.2 Initial Value Problem

Suppose (1.8) is accompanied by the ”initial condition” y(a) = b for a value of a of x with
b ∈ R. Then,

y(x) = be
� x
a p(ζ)dζ (1.10)

clearly satisfies y(a) = b, moreover b chain rule

ẏ(x) = b(−p(x))e
� x
a p(ζ)dζ = −p(x)y(x)

so that ẏ + py = 0 is satisfied. Therefore, (1.10) is a solution to the initial value problem.

Example

(x+ 2)ẏ − xy = 0, y(0) = 3
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ẏ − x

x+ 2
y = 0

p(x) = − x

x+ 2

y(x) = 3e
� x
0 (− ζ

ζ+2
)dζ

= 3exe−2ln|ζ+2||x0

= 12ex
1

(x+ 2)2

Where x 6= 2, the solution is valid in D1 = (−∞,−2) or D2 = (−2,∞). Since the initial
condition a = 0 is in D2, the domain of validity of the solution y(x) = 12ex(x+ 2)−2 is D2.

Let us now consider the non-homogeneous differential equation (1.7). Multiplying both sides
by a yet unknown function σ(x), called the integrating factor, we get:

σẏ + σpy = σq =⇒ d

dx
(σy)− σ̇y + σpy = σq

The choice σ̇ = σp simplifies the equality to:

d

dx
(σy) = σq (1.11)

The equation σ̇− pσ = 0 in unknown σ(x) is a homogeneous 1st order equation, one solution
to which is:

σ(x) = e
�
p(x)dx

substituting in (1.11) and integrating, we have�
d

dx
(σy)dx =

�
q(x)e

�
p(x)dxdx

σ(x)y(x) =

�
q(x)e

�
p(x)dxdx+ C

y(x) = e−
�
p(x)dx

(�
q(x)e

�
p(x)dxdx+ C

)
(1.12)

This last equality gives the general solution y(x), in which the indefinite integral
�
p(x)dx

appearing twice must be chosen consistently.

Example

ẏ − 2xy = sinx, y(0) = 3 =⇒ p(x) = −2x, q(x) = sinx

y(x) = ex
2

(� x

0
sinζe−ζ

2
dζ + 3

)
which satisfies y(0) = 3. As in this example, the solution of the initial value problem (1.7)
together with y(a) = b is

y(x) = e−
� x
a p(ζ)dζ

[� x

a
q(ζ)e

� ζ
a p(µ)dµ + b

]
(1.13)
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• In (1.12), each value of the constant C corresponds to an initial condition y(a)=b, for
some a and b.

• In order to be able to compute the integrals in (1.12) and (1.13), it is sufficient that p(x)
and q(x) are continuous functions in an interval I ⊆ R. This is not necessary however.

Example

xẏ + 3y = 6x3 =⇒ standard form ẏ + 3
xy = 6x2

y(x) = e−
�

3
x
dx

[�
6x2e

�
3
x
dxdx+ C

]
= e−3ln|x|

[�
6x2e3ln|x|dx+ C

]
=

1

|x|3

[
±
�

6x2|x|3dx+ C

]
=

1

|x|3

[
±
�

6x5dx+ C

]
= x3 +

B

x3

Where B ∈ R, note that although p(x) = 3
x is not continuous at x = 0, there is still a solution

satisfying y(0) = 0, which is y(x) = x3. This is the limiting case for B → 0+ and B → 0− in
the figure below.

1.2.3 Variation of Parameter Method

The homogeneous equation (1.8) has the general solution

y(x) = Ae−
�
p(x)dx

For some A ∈ R, method searches a solution for (1.7) by varying the parameter A with x.
Consider

y(x) = Ae−
�
p(x)dx

as a possible solution for (1.7). Then,

ẏ = Ȧe−
�
p(x)dx −Ape−p(x)dx

= Ȧe
�
p(x)dx − py

ẏ + py = Ȧe−
�
p(x)dx = q

Then,
Ȧ = qe

�
p(x)dx

A =

�
q(x)ep(x)dxdx+ C

which results in y(x) = e−
�
p(x)dx

(�
q(x)e

�
p(x)dxdx+ C

)
, this method also known as method

of Lagrange.
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1.3 First Order General Differential Equations

F (x, ẏ, y) = 0 =⇒ ẏ = f(x, y)

is possible of F = 0 can be solved forẏ. Suppose f is a complicated function of x and y so
that solution to ẏ = f(x, y) is not obvious. We can try to get some idea about its solution
by the concept of ”direction field”.
Direction field is the set of all ”lineal elements”, short straight lines of slopes f(x0, y0) at the
point (x0, y0), as (x0, y0) ranges through all possible values in xy-plane.

Example

Ri(t) + Ldi
dt = E0; i(0) = i0

di

dt
+
R

L
i(t) =

E0

L
=⇒ i(t) = e−

R
L
ti0 +

E0

L
e−

R
L
t

� t

0
e
R
L
τdτ

i(t) =
E0

R
+ (i0 −

E0

R
)e−

R
L
t

Suppose we could not obtain this solution but worked with

di

dt
= f(t, i) =

E0

L
− R

L
i(t) (1.14)

Direction field then would look like the dashed lines in(t, i) plane as shown. Along the line
i(t) = E0

R all lineal elements would have slope zero as the right hand side of (1.14) is zero

when i = E0
R

1.3.1 More Applications

Radioactive Decay

Radioactive material decays proportional to its mass. If N is the number of nuclei, then
dN
dt = −kN , k > 0 is a proportionality constant. Multiplying by ”atomic mass”, we obtain

dm

dt
= −km(t)

m(0) = m0 is the initial mass. Solution is m(t) = m0e
−kt so that k is actually the ”decay

rate”. In terms of T = half life, which is defined by

1

2
m0 = m0e

−kT =⇒ kT = ln2

we can write
m(t) = m0e

− ln2
T
t = m02−

t
T (1.15)
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Carbon Dating Method

This method is used to determine the age of organic materials and it is based on (1.15). The
element Carbon-14 is consumed by all animals and plants and has a half life if T = 5, 570
years. A wood sample containing 0, 2 grams of C-14 today is t years old, where t satisfies

m(t) = 0.2 = m0e
−t ln2

5570

The amount m0 of C-14 that wood sample contained when it died is found to be 2.6 grams.
Hence, 0.2 = 2.6e−tln2/5570 or

t =
ln13× 5570

ln2
= 20, 611 years

Fluid Mixing Problems

A fluid containing a constant concentration c1 of a solute comes in with a rate ofQ(t) cm3/sec.
It goes out with the same rate Q(t) and concentration c(t), which is also the concentration in
the tank. The volume v of the fluid in the tank remains, thus, constant. If x(t) is the mass
of the solute in the tank at time t, then

dx

dt
= Q(t)c1 −Q(t)c(t)

where vc(t) = x(t), which results in

dx

dt
+
Q(t)

v
x(t) = c1Q(t)

c(0) = c1 results in x(t) = c1v, note that x(t) = vc1 = ct is a solution for any Q(t).

1.3.2 First Order Separable Differential Equations

If ẏ = f(x, y) = X(x)Y(y) for some X, Y then it is separable. We can write:

�
dy

Y(y)
=

�
X(x)dx

Example

1. xẏ − y = (sinẏ)x =⇒ x = y
ẏ−sinẏ Although x and y ”separates”, it is not separable.

2. ẏ + y2 = 0 =⇒
� dy
y2

= −
�
dx =⇒ − 1

y + C = −x =⇒ y(x) = 1
1+C . If y(0) = y0 is

given, then y(x) = y0
1+y0x

valid for D1 = (− 1
y0
,∞) or for D2 = (−∞,− 1

y0
). If y0 > 0,

then the domain of validity is D1 and if y0 < 0, then D2

3. ẏ = 4x
1+2ey , y(0) = 1 =⇒

�
(1 + 2ey)dy =

�
4xdx =⇒ y + 2ey = 2x2 + 1 + 2e is an

implicit solution for y.
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4.

doty =
y(y − 2)

x(y − 1)
=⇒

�
y − 1

y(y − 2)
dy =

�
1

x
dx

=⇒
� [

1

2y
+

1

2(y − 2)

]
dy = ln|x|+ C

=⇒ ln
|y(y − 2)|

x2
= 2C

=⇒ y(y − 2) = Ax2

=⇒ y = 1 +±
√

1 +Ax2 , A ∈ R

Let us consider some initial conditions:

• y(0) = 0 =⇒ A is arbitrary and ’-’ sign holds =⇒ y(x) = 1−
√

1 +Ax2

• y(0) = 2 =⇒ A is arbitrary and ’+’ sign holds =⇒ y(x) = 1 +
√

1 +Ax2

Note that there are infinitely many functions satisfying ant of these two initial conditions.
The functions are either half ellipses or half hyperbolas that change according to A < 0 or
A > 0. y(a) = 1 =⇒ ẏ is undefined for a ∈ R. Note that any curve (y−1)2 +Ax2 = 1 would

go through y(a) = 1 provided A =
√

1
|a| > 0. These are half ellipses with legs on the line

y = 1. Since ẏ is infinity at a, such functions do not really satisfy the differential equation.
Hence, no solutions for initial values y(a) = 1. If x 6= 0 and y 6= 1, then there are unique
solutions for such initial values. For instance,

• y(1) = 4 =⇒ 3 = ±
√

1 +A =⇒ A = 8, y = 1 +
√

1 + 8x2, upper part of the

hyperbola (y − 1)2 − x2

1/8 = 1

• y(1) = −3 =⇒ −4 = ±
√

1 +A =⇒ A = 15, y = 1 −
√

1 + 15x2, lower part of the

hyperbola (y − 1)2 − x2

1/15 = 1

• y(1) = 1
2 =⇒ −1

2 = ±
√

1 +A =⇒ A = −3/4, y = 1 −
√

1− 3
4x

2, − 2√
3
< x < 2√

3

lower part of the ellipse (y − 1)2 − x2

16/9 = 1

12



Example
dN
dt = (a− bN)N , N(0) = N0, b > 0, a ∈ R, (Logistic Equation)

�
dN

N(a− bN)
=

�
dt =⇒

� [
1

aN
− 1

a

1

N − a/b

]
dN = t+ C

=⇒ 1

a

(
ln|N | − ln

∣∣∣N − a

b

∣∣∣) = t+ C

=⇒
∣∣∣∣ N

N − a
b

∣∣∣∣ = eateaC

=⇒ N =
Aa
b e
at

Aeat − 1

=⇒ N0 =
Aa

b(A− 1)
=⇒ A =

bN0

bN0 − a

=⇒ N =
aN0

bN0 + (a− bN0)e−at
, t > 0

1.3.3 Exact Differential Equations

Recall partial derivation notations:
∂f

∂x
= fx,

∂2f

∂x∂y
= fyx

Fact: If fx, fy, fxy, fyx are all continuous function in a region in xy-plane, then fxy = fyx,
the order of differentiation does not matter. The differential df of a function f(x, y) of two
variables is defined by

df := fxdx+ fydy

which is a 1st order approximation to f(x+ dx, y + dy)− f(x, y)

Example
dy

dx
=

siny

2y − xcosy
=⇒ siny dx+ (x cosy − 2y)dy = 0

Notice that left hand side is dF for F (x, y) = x siny − y2,

dF = siny dx+ (x cosy − 2y)dy =
∂

∂x
(x siny − y2)dx+

∂

∂y
(x siny − y2)dy

The equation says dF = 0 and integration gives

F (x, y) =

�
dF = C or x siny − y2 = C; c ∈ R

This constitutes an implicit solution to the differential equation.An initial condition y(a) = b
will fix C = a sinb − b2. We generalize this procedure in the previous example. Consider a
differential equation

dy

dx
= −M(x, y)

N(x, y)

for some functions M, N that are continuous in a rectangle R, in xy-plane. Rewriting, we
have

M(x, y)dx+N(x, y)dy = 0 (1.16)

13



In order for (1.16) to be in the form dF = 0 for some function F (x, y), we need

Fx = M, Fy = N (1.17)

If (1.17) holds, then by continuity of M, N , therefore of Fx, Fy, we have,

Fxy = My = Fyx = Nx =⇒ My = Nx (1.18)

Provided My, Nx are also continuous in R so that Fxy, Fyx are continuous. Conversely, if
(1.18) holds, My = Nx in R, then for F satisfying (1.17), we will have dF = 0.

Theorem: If M, N, My, Nx are continuous in a rectangle R in xy-plane, then Mdx+Ndy is
exact differential equation, there is F (x, y) such that (1.17) holds in R, if and only if

My = Nx, ∀ (x, y) ∈ R (1.19)

Example
Previous example siny dx+ (x cosy − 2y)dy has M = siny and N = x cosy − 2y and (1.19)
is satisfied since

My = Nx = cosy

To find a suitable F (x, y), we can start by Fx = M = siny to obtain F (x, y) = xsiny+A(y),
by integrating keeping y a constant. The second condition in (1.17) is Fy = N , which is

N = x cosy − 2y =
∂

∂y
[x siny +A(y)] = x cosy + Ȧ(y)

which gives Ȧ(y) = −2y or A(y) = −y2 +B for any B ∈ R. Hence, F (x, y) = xsiny− y2 +B
for any B is a differential satisfying dF = 0. Therefore

F (x, y) = x siny − y2 +B = C, C ∈ R

or xsiny−y2 = K for K ∈ R, is an implicit solution of the original differential equation dy
dx =

siny
2y−x cosy

Remark: Not all differential equations are exact since (1.19) can fail to hold: dy/dx =
sinx/[2y − x cosy] =⇒ M = sinx, N = y − cosx and My = 0, Nx = sinx. The condition
(1.19) holds only along the line x = 1 in xy-plane.

Integrator Factor for Exactness

It can be shown that give Mdx+Ndy = 0 is not exact, one can always find σ(x, y) such that

σMdx+ σNdy = 0 (1.20)

is exact. Of course, (1.20) would be exact if and only if

(σM)y = σyM + σMy = (σN)x = σxN + σNx

14



Suppose σ = σ(x), (σ is independent of y), then σy = 0 and we have σMy = σxN + σNx

which gives
σx
σ

=
My −Nx

N

Thus, if (My −Nx)/N is a function of x alone, then

ln|σ| =
�
My −Nx

N
dx =⇒ σ = e

My−Nx
N dx

is and integrating factor that makes (1.20) exact.
Suppose σ = σ(y), (σ is independent of x), then σx = 0 and we have σyM + σMy = σNx

which gives
σy
σ

= −My −Nx

M

Thus, if (My −Nx)/M is a function of y alone, then

ln|σ| = −
�
My −Nx

M
dx =⇒ σ = e−

My−Nx
M dx

is and integrating factor that makes (1.20) exact.
Example

dy

dx
= − 1

3x− e−2y
=⇒ dx+ (3x− e−2y)dy = 0

Since M = 1, N = 3x − e−2y, My = 0, Nx = 3 6= My, the equation is not exact. Note that
(My −Nx)/M = −3 is independent of x. Hence,

σ(y) = e−
� My−Nx

M
dy = e−

�
(−3)dy = e3y

is an integrating factor, i.e.,

e3ydx+ e3y(3x− e−2y)dy = 0 =⇒ e3ydx+ (3xe3y − ey)dy = 0

is exact. We have, in the searching for F (x, y),

Fx = e3y, Fy = 3xe3y − ey

so that F (x, y) = xe3y +A(y) for some A(y) and

Fy = 3xe3y +A′(y) = 3xe3y − ey =⇒ A′(y) = −ey =⇒ A(y) = −ey +B, B ∈ R

This gives F (x, y) = xe3y−ey+B so that, dF = 0 used, results in F (x, y) = xe3y−ey+B = C
or

xe3y − ey = K for K ∈ R

is general solution. This is again an ”implicit solution”.

Exercise: Obtain yet another method of solving 1st order differential equation ẏ+p(x) = q(x)
by finding a suitable integrating factor for (p(x)y − q(x))dx+ dy = 0
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1.3.4 Linear Independence of Functions and Solutions of Differential Equa-
tions

A set of functions {u1(x), . . . , uk(x)} is linearly dependent on an interval I ⊆ R if at least
one, say u1(x), can be written as

u1(x) =

k∑
j=2

αjuj(x) for some αj ∈ R

Otherwise, it is linearly independent and none can be expressed as a linear combination of
others. Note that the zero-function can not be a member of any linearly independent set.

Example: {ex, x2, e−x, cosh(x)} is linearly dependent on R since cosh(x) = ex+e−x

2 ∀x ∈ R.
The sets {ex, e−x}, {ex, cosh(x)}, {e−x, x2, cosh(x)} are linearly independent.

Fact: {u1, . . . , uk} is a linearly independent set on I if and only if

k∑
j=1

αjuj(x) = 0, ∀x ∈ I =⇒ αj = 0 for j = 1, . . . , k

Proof: If linearly independent but there are αj ’s, not all zero such that
∑

j αjuj(x) = 0,
then uk with αk 6= 0 can be written as a linear combination of others. Thus we have a con-
tradiction. If linearly dependent, then there exist uk such that ux −

∑
j 6=k αjuj = 0, which

means there is a set {α1, . . . , αj−1, 1, αj+1, . . . , αk}, not all zero, with
∑

j αjuj = 0

Example:{1, x, x2, . . . , xn−1} is a linearly independent set on R for any n ≥ 1. In fact,
if for some αj ’s, we have

α1 + α2x+ · · ·+ αnx
n−1 = 0

then by evaluating at x = 0, x = 1, . . . , x = n− 1, we get.
1 0 . . . 0
1 1 . . . 1
1 2 . . . 2n−1

...
...

. . .
...

1 n− 1 . . . (n− 1)n−1




α1

α2

α3
...
αn

 = 0

The coefficient matrix is a Vandermonde matrix and it can be shown to be non-singular
(invertible) so that αj = 0 for j = 1, . . . , n. Alternatively, we can take successive derivation
of α1 + α2x+ · · ·+ αn−1

n = 0 to obtain
1 x x2 . . . xn−1

0 1 2x . . . (n− 1)xn−2

0 0 2 . . . (n− 1)(n− 2)xn−3

...
...

...
. . .

...
0 0 0 . . . (n− 1)!




α1

α2

α3
...
αn

 = 0
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The coefficient matrix of which again non-singular. This gives the same result that αj ’s are
all zero. The fact on this page, then gives that {1, x, . . . , xn−1} is linearly independent.

The second method above can be generalized: Give {u1, . . . , uk}, suppose αj exist such
that

∑
j αjuj(x) = 0 in an interval I ∈ R. Then, taking successive derivatives

u1(x) . . . uk(x)
u̇1(x) . . . u̇k(x)

...
. . .

...

u
(n−1)
1 (x) . . . u

(n−1)
k (x)



α1

α2
...
αn

 = 0

If det Ŵ [u1, . . . , uk] =: W [u1, . . . , uk], where Ŵ is the coefficient matrix, is non-zero at some
x ∈ I, then all αj ’s should be zero, implying that {u1, . . . , uk} is linearly independent on I.
The converse is not true in general but it us true if {u1, . . . , uk} come from a solution to a
differential equation (linear).

Theorem: If u1, . . . , un are solutions to an nth order homogeneous differential equation

dny

dxn
+ p1(x)

dn−1y

dxn−1
+ · · ·+ pn−1(x)

dy

dx
+ pn(x)y = 0 (1.21)

where pj(x) are continuous on some I ∈ R, then {u1, . . . , un} is linearly independent on I if
and only if W [u1, . . . , un](x) 6= 0 for some x ∈ I.

Example: y′′′ − y′ = 0 admits solutions u1 = 1, u2 = ex, u3 = e−x. We have

W [1, ex, e−1](x) = det

1 ex e−x

0 ex −e−x
0 ex e−x

 = 2

for any x ∈ R. Hence, by the theorem above, {1, ex, e−x} is linearly independent on R

Example: Consider

u1 :=

{
x2 , x ≤ 0
0 , x ≥ 0

, u2 :=

{
0 , x ≤ 0
x2 , x ≥ 0

so that

W [u1, u2](x) =

{
0 , x ≤ 0
0 , x ≥ 0

}
= 0, ∀x

However {u1, u2} is obviously linearly independent on R.

Remarks

(1) W [u1, . . . , un](x) is called the Wronskian of u1, . . . , un. It is either zero on the whole of
I, provided u1, . . . , unare solutions of (1.21) on I
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(2) If {u1, . . . , uk} is a linearly independent set on I, then

a1u1(x) + · · ·+ akuk(x) = b1u1(x) + · · ·+ bkuk(x)

holds on I if and only if aj = bj for j = 1, . . . , k

Theorem (Existence and Uniqueness of Solution to (1.21)):If p1(x), . . . , pn(x) are continuous
on a closed interval I ⊆ R, then the initial value problem, (1.21) together with

y(a) = b1, ẏ(a) = b2, . . . , y
(n−1)(a) = bn

for some a ∈ R, bj ∈ R has a unique solution y(x) valid on I

The differential operator

L :=
dn

dxn
+ p1(x)

dn−1

dxn−1
+ · · ·+ pn−1(x)

d

dx
+ pn(x)

allows us to shorten (1.21) to
L[y] = 0

This operator is linear since for any α1, . . . , αn ∈ R,

L[α1y1 + · · ·+ αnyn] = α1L[y1] + · · ·+ αnL[yn]

for every {y1, . . . , yn}

Corollary: If y1, . . . , yk are solution of (1.21), then so is y = c1y1 + · · · + ckyk for any
c1, . . . , ck ∈ R

Proof: L[y] = L[c1y1 + · · ·+ ckyk] = c1L[y1]+ · · ·+ cnL[yk] = 0, since L[yj ] = 0, ∀j = 1, . . . , k

Examples

(1) y′′ − 9y = 0 has solutions y1 = e3x and y2 = e−3x so that c1e
3x + c2e

−3x are solutions as
well for any c1, c2.

(2) x3y′′ − yy′ = 0 has solutions y1 = 1, y2 = x2. The linear combination y = 4 + 3x2 is not
a solution because differential equation is not linear.

(3) y′′ − 9y = 18 has solutions y1 = 4e3x − 2, y2 = e3x − 2 but the linear combination
y = 5e3x−4 is not. Superposition fails because differential equation is not homogeneous.

Theorem: Let pj(x) be continuous on an open interval I ⊆ R for j = 1, . . . , n. The homo-
geneous equation (1.21) has n linearly independent solutions y1(x), . . . , yn(x) on I and the
general solution is

y(x) = c1y1(x) + · · ·+ cnyn(x) (1.22)

for arbitrary constants cj ∈ R. If among yj(x), some are complex valued, then the corre-
sponding cj ’s are complex numbers.
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Proof: By the existence and uniqueness of the solution to an initial value problem, there
are n different solutions y1(x), . . . , ynx satisfying the following n sets of conditions

y1(a) = 1, y′1(a) = 0, . . . , y
(n−1)
1 = 0

...

yn(a) = 1, y′n(a) = 0, . . . , y(n−1)
n = 1

for some a ∈ I where in each row one value is 1 and all others are zero. The set {y1(x), . . . , yn(x)}
is linearly independent since W [y1(x), . . . , yn(x)] = 1 6= 0. By superposition, any y(x) as in
(1.22), is a solution as well. We now show that there can be no other solution than (1.22).
Suppose yn+1(x) is a solution that can not be written as in (1.22). Such a yn+1(x) must
be linearly independent of y1(x), . . . , yn(x). However, let us consider for ζ ∈ I, the set of
equations in n+ 1 unknowns c1, . . . , cn:

n equations


c1y1(ζ)+ · · ·+ cn+1yn+1(ζ) = 0

...
...

c1y
(n−1)
1 (ζ)+ · · ·+ cn+1y

(n−1)
n+1 = 0, ζ ∈ I(ζ) = 0

which has solution c1, . . . , cn+1 not all zero, since there are only n equations for n + 1 un-
knowns. Then,

v(x) = c1y1(x) + · · ·+ cn+1yn+1(x)

is a non-zero function satisfying L[v] = 0. Moreover,

v(ζ) = 0, v′(ζ) = 0, . . . , v(n−1)(ζ) = 0

so that v(x) must be the zero function on I, by uniqueness of the solution to an initial value
problem. This shows that {y1, . . . , yn+1} is a linearly independent set, which is a contradic-
tion.

• Any set of n linearly independent solutions of (1.21) is called a basis of solutions of
(1.21)

Example: {e3x, sinh(3x)}, {e3x, e−3x}, {e3x, cosh(3x)} are all bases for the solutions of
y′′ − 9y = 0 on R since each is linearly independent and each contains n = 2 functions
that satisfy y′′ − 9y = 0

• It is clear that initial value problem can be solved using the general solution. Consider
y′′′ + y′ = 0 subject to y(0) = 3, y′(0) = 5, y′′(0) = −4. The general solution is

y(x) = c1 cos(x) + c2 sin(x) + c3; c1, c2, c3 ∈ R

since {1, cos(x), sin(x)} is a basis. Using the initial conditions

y(0) = c1 + c3 = 3

y′(0) = −c1 sin(0) + c2 cos(0) = c2 = 5

y′′(0) = −c1 cos(0)− c2 sin(0) = −c1 = −4

so that y(x) = 4 cos(x) + 5 sin(x)− 1 solves the initial value problem.
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• Boundary Value Problems: If conditions are specified for mixed points in I ∈ R,
then we have a ”boundary value problem”. Such problems can have no solution, a
unique solutions, or many solutions.

Example: y′′ + y = 0 has the general solution on I ∈ R

y(x) = c1 cos(x) + c2 sin(x); c1, c2 ∈ R

(1) y(0) = 2, y(π) = 1 =⇒ c1 = 2, c1 = −1 =⇒ No solution.

(2) y(0) = 2, y(π/2) = 3 =⇒ c1 = 2, c2 = 3 =⇒ Unique Solution

(3) y(0) = 2, y(π) = −1 =⇒ c1 = 2, c2 is free =⇒ Infinitely many solutions.

1.3.5 A Short Review of Complex Calculus

Fact 1: (Fundamental Theorem of Algebra) Any polynomial equation λn + a1λ
n−1 + · · · +

an−1λ + an = 0 for aj ∈ R, has exactly n solutions λ1, . . . , λn ∈ C (some of which may be
repeated)

Example: (λ2 + 1)2 = λ4 + 2λ2 + 1 = 0 has 4 solutions

λ1 = i, λ2 = i, λ3 = −i, λ4 = −i

Definition: Euler’s Formula: ∀x, y ∈ R

ex+iy = ex(cos(y) + i sin(y))

This definition make sense because

ex+iy = exeiy

= ex
∞∑
k=0

(iy)k

k!

= ex

 ∞∑
k=0, k odd

(−1)k/2yk

k!
+ i

∞∑
k=1, k even

(−1)(k−1)/2yk

k!


= ex(cos(y) + i sin(y))

Fact 2: e−iy = cos(y) − i sin(y), cos(y) =
eiy + e−iy

2
, sin(y) =

eiy − e−iy

2i
Fact 3: If λ =

a+ ib; a, b ∈ R, then ∀x ∈ R
d

dx
eλx = λeλx

Definition: cos(λx) =
eiλx + e−iλx

2
, sin(λx) =

eiλx − e−iλx

2i
for λ ∈ C and x ∈ R

Fact 4:
d

dx
(cos(λx)) = −λ sin(λx),

d

dx
(sin(λx)) = λ cos(λx)
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1.4 Second Order Linear Homogeneous Differential Equations

y′′ + a1y
′ + a2y = 0 ; a1, a2 ∈ R (1.23)

Let us try (motivated by the solution eax of y′ − ay = 0) the function yλx as the candidate
solution for λ ∈ C. Substituting in (1.23), we have

λ2eλx + a2λe
λx + a2e

λx = 0 =⇒ λ2 + a1λ+ a2 = 0

the solution of which are

λ1,2 =
−a1 ±

√
a2

1 − 4a2

2

If a2
1−4a2 6= 0, then λ1 6= λ2 and (possibly complex-valued functions) eλ1x, eλ2x are solutions

which are linearly independent as W [eλ1x, eλ2x] 6= 0. Hence, if λ1 6= λ2, {eλ1x, eλ2x} is a
basis of the solution of (1.23). Note that if λ1, λ2 are complex (non-real), then λ1 = a + ib,
λ2 = a− ib so that {eax cos(bx), eax sin(bx)} is another basis in the terms of real-valued func-
tions.

Examples

(1) (Real λ1 6= λ2) y′′ − 9y = 0impliesλ2 − 9 = 0 =⇒ λ1,2 = ±3

y(x) = c1e
3x + c2e

−3x; c1, c2 ∈ R

(2) (Imaginary λ1 6= λ2) y′′+ 9y = 0 =⇒ λ2 + 9 = 0 =⇒ λ = ±3i. Hence a = 0, b = 3 and

y(x) = c1 cos(3x) + c2 sin(3x); c1, c2 ∈ R

Note that if we used {ei3x, e−i3x} as a basis, then the general solution is
y(x) = c1e

i3x + c2e
−i3x; c1, c2 ∈ R!

(3) (Non-real roots λ1 6= λ2) y′′ + 4y′ + 9y = 0 =⇒ λ2 + 4λ+ 9 = 0 =⇒ λ1,2 = −2± i
√

5,
so that a = −2, b =

√
5 and

y(x) = e−2x(c1 cos(
√

5x)) + c2 sin(
√

5x)

for c1, c2 ∈ R is the general solution.

(4) (Repeated Roots λ1 = λ2) Characteristic equation produces only one solution y1 = eλ1x.
To find the second solution, we may try y2(x) = A(x)eλ1x for some A(x). Substituting
into (1.23) gives

y′′ + a1y
′a2y = A′′eλ1x + 2λ1A

′eλ1x + a1(A′eλ1x + λ1Ae
λ1x) +Aa2e

λ1x = 0

=⇒
��

���
���

�:0
(λ2

1 + a1λ1 + a2)Aeλ1x +���
���:0

(2λ+ a1)A′eλ1x +A′′eλ1x

=⇒ A′′ = 0 =⇒ A(x) = Bx+ C, B,C ∈ R

Thus, y2(x) = xeλ1x is a solution and is linearly independent of eλ1x, i.e., {eλ1x, xeλ1x}
is a basis of solution.

Example: y′′ + 4y′ + 4y = 0 =⇒ λ2 + 4λ+ 4 = 0 =⇒ λ1,2 = −2

y(x) = c1e
−2x + c2xe

−2x; c1, c2 ∈ R
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1.5 n-th Order Linear Constant Coefficient Differential Equa-
tions

y(n) + a1y
(n−1) + · · ·+ an−1y

′ + any = 0; aj ∈ R (1.24)

Substituting eλx as a candidate solution, we find that

lambdan + a1λ
n−1 + · · ·+ an−1λ+ an = 0

which has n solutions λ1, . . . , λn ∈ C some of which may be repeated and some non-real.

1.5.1 Case 1: n Distinct Roots

In this case there are n different solutions eλjx, j = 1, . . . , n

Fact: {eλ1x, . . . , eλnx} is linearly independent provided λj 6= λk for every j 6= k

Proof: W [eλ1x, . . . , eλnx] is

det


eλ1x . . . eλnx

λ1e
λ1x . . . λne

λnx

...
. . .

...
λn−1
n eλ1x . . . λn−1

n eλnx

 = (−1)

n(n− 1)

2 e−a1x
∏
j<k

(λj − λk)

When one uses −a1 = λ1 + · · ·+ λn and the Vandermonde determinant formula.

det


1 . . . 1
λ1 . . . λn
...

. . .
...

λn−1
1 . . . λn−1

n

 = (−1)

n(n− 1)

2
∏
j<k

(λj − λk)

Examples

(1) y(5)−7y(3) +12y′ = 0 =⇒ λ(λ4−7λ2 +12) = 0 =⇒ λ1 = 0, λ2 =
√

3, λ3 = −
√

3, λ4 =
2, λ5 = −2

y(x) = c1 + c2e
√

3x + c3e
−
√

3x + c4e
2x + c4e

−2x

for c1, c2, c3, c4, c5 ∈ R

(2) y′′′ − y = 0 =⇒ λ1 = 1, λ2,3 =
−1± i

√
3

2
. A basis of the solutions is

{ex, e−x/2 cos(
√

3x/2), e−x/2 sin(
√

3x/2)} in terms of real valued functions, so that general
solution is

y(x) = c1e
x + e

−1
2
x(c2 cos(

√
3

2
x) + c3 sin(

√
3

2
x))

for c1, c2, c3 ∈ R
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1.5.2 Case 2: k Distinct Roots

General solution for k distinct roots λ1, . . . , λk with multiplicities m1, . . . ,mk is

y(x) =

k∑
j=1

(c1je
λjx + · · ·+ cmjjx

mj−1eλjx)

for clj ’s among which those multiplying complex valued functions are non real, complex.
Thus, for each λj with multiplicity mj the corresponding basis functions are

{eλjx, xeλjx, . . . , xmj−1eλjx}

If λj is non real then its conjugate is also among λ1, . . . , λk so that two bases functions can
be combined to take, with λj = aj + ibj

{eajx cos(bjx), eajx sin(bjx), . . . , xmj−1eajx cos(bjx),xmj−1eajx sin(bjx)}

Examples

(1) y(4)−8y′′′+ 26y′′−40y′+ 25y = 0 =⇒ (λ2−4λ+ 5)2 =⇒ λ1 = 2 + i, λ2 = 2− i, m1 =
m2 = 2

y(x) = e2x[(A+Bx) cos(x) + (C +Dx) sin(x)]; A,B,C,D ∈ R

(2) y(5) − y(3) = 0 =⇒ λ1 = 0, m1 = 3, λ2 = 1, λ3 = −1 so that

y(x) = (c1 + c2x+ c3x
2)︸ ︷︷ ︸

λ1=0

+c4e
x + c5e

−x

1.5.3 Homogeneous Cauchy-Euler Equation

Let cj ∈ R for j = 1, . . . , n and consider

xny(n) + c1x
n−1y(n−1) + · · ·+ cn−1xy

′ + cny = 0

In order to determine the general solution, we use a direct approach and consider the special
case n = 1, n = 2 first.

n=1:

xy′ + c1y = 0 =⇒ dy

dx
= −c1

dx

x
=⇒ ln |y| = −c1 ln |x|+B

=⇒ ln |y| = ln |x|−c1 + lnA︸︷︷︸
B

=⇒ |y| = A|x|−c1 , A ∈ R

=⇒ y =

{
Ax−c1 , x ≥ 0

−A(−x)−c1 , x ≤ 0

=⇒ y(x) = A|x|−c1 , A ∈ R

(1.25)
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n=2:

x2y′′+c1xy
′+c2y = 0. Suppose x > 0 for simplicity. Let us postulate that there is a solution

like y = xλ for some λ ∈ C. Then

x2(λ− 1)λxλ−2 + c1xλx
λ−1 + c2λ = 0

=⇒ (λ(λ− 1) + c1λ+ c2)xλ = 0

=⇒ λ2 + (c1 − 1)λ+ c2 = 0 with the roots λ1, λ2 ∈ C

Suppose first that λ1 6= λ2 : Then y1 = xλ1 , y2 = xλ2 are two distinct solutions, which are
linearly independent as

W [xλ1 , xλ2 ](x) = det

[
xλ1 xλ2

λ1x
λ1−1 λ2x

λ2−1

]
= (λ2 − λ1)xλ1+λ2−1 6= 0

The general solutions is thus

y(x) = Axλ1 +Bxλ2 ; A,B ∈ C; x > 0

If λ1 = λ2, then any y(x) = Axλ1 for A ∈ R is a solution. Let us again use the variation of
parameter method and consider y(x) = A(x)xλ1 as a possible solution. Then

y′ = A′xλ1 +Aλ1x
λ1−1, y′′ = A′′xλ1 + 2A′λ1e

λ1−1 +Aλ(λ− 1)eλ−2

so that

x2(A′′xλ1 + 2A′λ1x
λ1−1 +Aλ1(λ1 − 1)eλ1−2) + c1x(A′xλ1 +Aλ1e

λ1−1) + c2Ax
λ1

= A′′xλ1+2 +A′���
���:0

(2λ1 + c1)xλ1+1 +A
���

���
���

���
�:0

(λ1(λ1 − 1) + c1λ1 + c2)xλ1 = 0

=⇒ (xA′′ +A′)xλ1+1 = 0

=⇒ xA′′ +A′ = 0

=⇒ xp′ + p = 0; p = A′,

=⇒ p(x) = Ax−1 (from (1.25))

=⇒ A(x) = B lnx+ C

for B,C ∈ R. Therefore, for any B,C; a solution is y(x) = (B lnx+ C)xλ1

Remark: If λ1 = λ̄2 = α+ iβ ∈ C with α, β ∈ R, then

xλ1 = eλ1 lnx = eα lnxeiβ lnx = xα(cos(β lnx))

so that the complex valued basis {xλ1 , xλ2} can be transformed to a real valued basis

{xα cos(β lnx), xα sin(β lnx)}

It follows that when roots of λ2 + (c1− 1)λ+ c2 = 0 are complex conjugate, then the general
solution for x > 0 is

y(x) = xα(A cos(β lnx) +B sin(β lnx)); A,B ∈ R

Example: x2y′′ − xy′ + 2y = 0 =⇒ λ(λ− 1)− λ + 2 = 0 =⇒ λ1,2 = 1± i so that α = 1,
β = 1. Hence,

y(x) = x[A cos(lnx) +B sin(lnx)] ; x > 0, A,B ∈ R
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Solution for x < 0

Substitute t = −x and let

y(x) = y(−t) = Y (t)

dy

dx
=
dY

dt

dt

dx
= −dY

dt
d2y

dx2
=

d

dt

(
−dY
dt

)
dt

dx
=
d2Y

dt2

so that x2y′′ + c1xy
′ + c2y = 0 transforms to

t2Y ′′ + c1tY
′ + c2Y

which has the basis {tλ1 , tλ2} = {(−x)λ1 , (−x)λ2}; λ1 6= λ2 and {tλ1 , (ln(t))tλ1}
= {(−x)λ1 , (ln(−x))λ1}; λ1 = λ2

It follows that for x ∈ R, we can write the solution as

y(x) =


A|x|λ1 +B|x|λ2 , λ1 6= λ2 , λ1, λ2 both real
(A+B ln |x|)|x|λ1 , λ1 = λ2

|x|α[A cos(β ln |x|) +B sin(β ln |x|)] , λ1 = λ̄1 = α+ iβ

1.5.4 nth Order Cauchy-Euler Equation

xny(n) + c1x
n−1y(n−1) + · · ·+ cn−1xy

′ + cny = 0

form the characteristic equation in λ as

λ(λ− 1) . . . (λ− n+ 1) + c1λ(λ− 1) . . . (λ− n+ 2) + · · ·+ cn−1λ+ cn = 0

If λ1, . . . , λk are its distinct roots with multiplicities m1, . . . ,mk respectively, then the general
solution is

y(x) =

k∑
j=1

[A1j +A2j ln |x|+ · · ·+Amjj(ln |x|)mj−1]|x|λj

for Akj , which is non-real if and only if λj is non-real. Note that a non-real λj will have its
conjugate λ̄jamong the distinct roots and the two terms in the summation can be combined
to obtain real-valued functions of x.

Example: x4y(4) + 10x3y(3) + 33x2y(2) + 39xy′ + 25y = 0, characteristic equations is

λ(λ− 1)(λ− 2)(λ− 3) + 10λ(λ− 1)(λ− 2) + 33λ(λ− 1) + 39λ+ 25 = λ4 + 4λ3 + 14λ2 + 20λ+ 25

= (λ2 + 2λ+ 5)2

= [(λ+ 1)2 + 4]2

= 0 =⇒ λ1 = −1 + 2j = λ̄2,

m1 = 2, m2 = 2
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General solution:

y(x) = |x|−1[(A+B ln |x|) cos(2 ln |x|) + (C +D ln |x|) sin(2 ln |x|)] for A,B,C,D ∈ R

Remark: Suppose x = eζ or ζ = ln |x|. Then y(x) = y(eζ) = Y (ζ) so that

dY

dx
=
dY

dζ

dζ

dx
= Y ′

1

x
,
d2y

dx2
=

d

dx

(
dy

dx

)
=

d

dx

(
Y ′

1

x

)

=⇒ d2y

dx2
= − 1

x2
Y ′ +

1

x
Y ′′

dζ

dx
=

1

x2
(Y ′′ − Y ′)

Hence, x2y′′ + c1xy
′ + c2y = Y ′′ − Y ′ + c1Y

′ + c2Y = Y ′′ + (c1 − 1)Y ′ + Y which has
{eλ1ζ , eλ2ζ} = {xλ1 , xλ2} as its basis.

1.6 Non-Homogeneous Differential Equation

Let L[·] be the operator defined on 18 and consider

L[y]f(x); f(x) is a given funciton (1.26)

If yn(x) denotes the general solution of the homogeneous L[y] = 0 and if yp(x) is particular
solution of (1.26), then L[yp] = f and

L[yp + yh] = L[yp] + L[yh] = L[yp] = f

so that yp + yh is also a solution of (1.26). Conversely, given any y(x) satisfying (1.26), we
have L[y − yp] = L[y] − L[yp] = f − f = 0 so that y − yp in a homogeneous solution, i.e.,
y − yp = yh for some specialization of the general homogeneous solution. Therefore, yp + yh
is the general solution of (1.26). We can ”split up” our search for a particular solution yp(x).

Fact: If f = f1 + · · · + fk for some functions fj(x), then the general solution of (1.26)
can be expressed as

y = yp1 + · · ·+ ypk + yh

where ypj (x) is a particular solution to L[ypj ] = fj(x), for j = 1, . . . , k

Proof: L[yp1 + · · ·+ ypk ] = L[yp1 ] + · · ·+  L[ypk ] = f1 + · · ·+ fk = f

We will consider two alternative methods of finding yp:

(i) The Method of Undetermined Coefficient

(ii) The Method of The Variation of Parameter

The first method applies to constant-coefficient linear differential equations, the second is
general.
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1.6.1 Undetermined Coefficients Method

This method can be used if

(a) L is a constant coefficient, and

(b) f = f1 + · · ·+ fk and the derivative of any order of each fj is a linear combination of a
finite number of linearly independent functions.

Example:

1) fj = 2xe−x =⇒ {fj , f ′j , f ′′j , . . . } = {2xe−x, . . . } so that f
(l)
j for any l ≥ 0 is a linear

combination of {e−x, xe−x}; two linearly independent functions.

2) fj = xn + 1 =⇒ {fj , f ′j , . . . , f
(n)
j } = {xn + 1, nxn−1, n(n − 1)xn−2, . . . , n!} so that

{1, x, . . . , xn+1} is a basis for the space of all derivatives.

3) fj = 1
x =⇒ {fj , f ′j , . . . } = { 1

x ,
−1
x2
, 2
x3
, . . . } so that fj does not satisfy the condition b

Claim: A function fj(x) satisfies condition b if and only if it is itself a solution of a linear,
constant coefficient, homogeneous differential equation.

Proof: Condition b is equivalent to: There is N ≥ 0 and constants a1, . . . , aN such that
fj satisfies

a0f
(N)
j + a1f

(N−1)
j + · · ·+ aN−1f

′
j + aNfj = 0, a0 6= 0 (1.27)

because if f
(n)
j = b1Ng1(x)+ · · ·+bNngN (x), for functions gj(x) that are linearly independent

for any n, then for n = 1, . . . , N we have
fj
f ′j
...

f
(N)
j

 =


b10 . . . bN0

b11 . . . bN1
...

. . .
...

b1N . . . bNN



g1

g2
...
gN


where the (N + 1) × N matrix has linearly dependent rows. Hence, there are constants
a0, a1, . . . , aN not all zero such that (1.27) holds. Conversely, if (1.27) holds, then with

g1 = fj , g2 = f ′j , . . . , gN = f
(N−1)
j , we have that any f

(N)
j with n ≥ N can be expressed

as a linear combination of gj ’s. We show that how to apply the method of undetermined
coefficients by an example

Example: Find the general solution of

y(4) − y(2) = − sin(2x) + 3x2

Let f1 = − sin(2x), f2 = 3x2, both of which satisfy b with f1 = − sin(2x) =⇒ {sin(2x), cos(2x)},
{f2 = 3x2 =⇒ {1, x, x2}.

L[y] = f1(x) = − sin(2x) : candidate solution is formed as

yp1(x) = A sin(2x) +B cos(2x); B,A to be found
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Taking derivatives and plugging the results then equating the coefficients will give B = 0, A =

− 1
20 so that yp1(x) = − 1

20
sin(2x).

L[y] = f2(x) = 3x2 : Candidate solution is

yp2(x) = Ax2 +Bx+ C; A,B,C to be found.

Taking derivatives and plugging the results would give us no solution for A, the reason why
this happens is that some of the linearly independent functions {1, x, x2} also occurs in yh(x)

L[yh] = 0 (Homogeneous Solution): Characteristic equation λ3 − λ2 = 0 give λ1 = 0, λ2 =
1, λ3 = −1,m1 = 2 so that

yh(x) = c11 + c21x+ c12e
x + c13e

−x

Note that 1, x ∈ {1, x, x2}. We now modify the candidate solution to L[y] = f2 as

yp2(x) = Dx4 + Ex3 + Fx2

which is obtained by multiplying the previous candidate by the smallest power of x (x2 in
this case) such that there is no more any intersection. Now, taking derivatives and plugging

the results would give us D = −1

4
, E = 0, F = −3 =⇒ yp2(x) = −1

4
x4 − 3x2. Combining,

we get, for arbitrary c11, c21, c12, c13 ∈ R,

y(x) = yp1(x) + yp2(x) + yh(x)

= − 1

20
sin(2x)− 1

4
x4 − 3x2 + c11 + c21x+ c12e

x + c13e
−x

as the general solution.

Example: y′′−3y′−2y = 2 sinh(x). Let us first determine the general homogeneous solution.
Characteristic equation λ2 − 3λ+ 2 = 0 gives λ1 = 1, λ2 = 2 so that

yh(x) = c1e
x + c2e

2x

Since 2 sinh(x) = ex − e−x, we have the intersection ”ex” with the right hand side of the
differential equation and yh(x). We thus form the modified candidate solution

yp(x) = Axex +Be−x

by multiplying ex with x. Note that only the part due f1(x) = ex in 2 sinh(x) need to be

modified. Taking derivatives and plugging the results would give us A = −1, B = −1
1

6
so

that the general solution is

y(x) = yp(x) + yh(x) = −xex − 1

6
e−x + c1e

x + c2e
2x; c1, c2 ∈ R

Remark: By the claim on page 27, the method of undetermined coefficients requires that
the forcing function, i.e., the right hand side of the differential equation must be a linear
combination of {1, cos, sin, cosh, sinh} and their multiples by a power of x!!
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1.6.2 Variation of Parameter Method

Given the general homogeneous solution to L[y] = 0 as

yh(x) = c1y1(x) + · · ·+ cnyn(x)

for linearly independent y1, . . . , yn and constant c1, . . . , cn we form the candidate particular
solution

yp(x) = c1(x)y1(x) + · · ·+ cn(x)yn(x)

for L[y] = f(x), by varying the parameters c1, . . . , cn

Second Order Case

L[y] = y′′ + p1(x)y′ + p2(x) = f(x). Candidate solution is yp(x) = c1(x)y1(x) + c2(x)y2(x),
where L[y1] = 0, L[y2] = 0 and {y1, y2} is linearly independent. We have y′′j +p1y

′
j +p2yj = 0

for j = 1, 2 and

y′p = c′1y1 + c1y
′
1 + c′2y2 + c2y

′
2

y′′p = c′′1y1 + 2c′1y
′
1 + c1y

′′
1 + c′′2y1 + 2c′2y

′
2 + c2y

′′
2

so that y′′ + p1y
′ + p2y = f gives, for y = yp

(c′′1 + c′1p1 + c1p2)y1 + (2c′1 + p1c1)y′1 + y′′1c1 + (c′′2 + c′2p1 + c2p2)y2 + (2c′2 + p1c2)y′2 + y′′2c2 = f

=⇒
��

���
���

��:0

(y′′1 + p1y
′
1 + p2y1)c1 +

��
���

���
��:0

(y′′2 + p1y
′
2 + p2y2)c2 + p1(c′1y1 + c′2y2) + 2(c′1y

′
1 + c′2y

′
2) + c′′1y1 + c′′2y2 = f

We now notice that y′′j + p1y
′
j + p2yj = 0 for j = 1, 2 which gives the second line above. We

now postulate that c1, c2 further satisfies

c′1y1 + c′2y2 = 0 (1.28)

which implies c′′1y1 + c′1y
′
1 + c′′2y2 + c′2y

′
2 = 0 and results in

c′1y
′
1 + c′2y2 = f (1.29)

Combining (1.28) and (1.29), c′1, c
′
2 must be solution to[

y1 y2

y′1 y′2

] [
c′1
c′2

]
=

[
0
f

]

But det

[
y1 y2

y′1 y′2

]
= W [y1, y2] 6= 0 so that the Cramer’s Rule gives the solution

c1 =

det

[
0 f
y′1 y′2

]
det

[
y1 y2

y′1 y′2

] =
W1

W
, c2 =

det

[
y′1 y′2
0 f

]
det

[
y1 y2

y′1 y′2

] =
W2

W
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and

yp(x) = y1(x)

� x W1(ζ)

W (ζ)
dζ + y2(x)

� x W2(ζ)

W (ζ)
dζ

Example: y′′ − 4y = 8e2x, yh(x) = c1 e
2x︸︷︷︸
y1

+c2 e
−2x︸︷︷︸
y2

, f = 8e2x

W1

W
=
−fy2

y1y′′2
=

−8e2xe−2x

−2e2xe−2x − 2e−2xe2x
= 2

W2

W
=

fy1

y1y′′2 − y′1y2
=

8e2xe2x

−2e2xe−2x − 2e−2xe2x
= −2e4x

yp(x) = e2x

� x

2dζ + e−2x

� x

(−2e4ζ)dζ

= e2x2x+ e−2x(−1

2
e4x) = 2xe2x − 1

2
e2x

y(x) = 2xe2x − 1

2
e−2x +Ae2x +Be−2x = 2xe2x + Âe2x + B̂e−2x; Â, B̂ ∈ R

Higher Order Case

In nth order case we have c1(x), . . . , cn(x) to be chosen suitably in the candidate particular
solution

yp(x) = c1(x)y1(x) + · · ·+ cn(x)yn(x)

Consider the n− 1 conditions

y1c
′
1 + · · ·+ ync

′
n = 0

y′1c
′
1 + · · ·+ y′nc

′
n = 0

...
y′′1c
′
1 + · · ·+ y′′nc

′
n = 0




y1 y2 . . . yn
y′1 y′2 . . . y′n
...

...
. . .

...

y
(n−1)
1 y

(n−1)
2 . . . y

(n−1)
n



c′1
c′2
...
c′n

 =


0
0
...
f


with the resulting condition

y
(n−1)
1 c′1 + · · ·+ y(n−1)

n = 0

upon substitution into the differential equation L[yp] = f .

Example: x3y′′′ + x2y′′ − 2xy′ + 2y =
2

x
; 0 < x <∞

yh(x) : characteristic equation is λ(λ − 1)(λ − 2) + λ(λ − 1) − 2λ + 2 = λ3 − 2λ2 − λ + 2 =
(λ− 2)(λ2 − 1) =⇒ λ1 = 2, λ2 = 1, λ3 = −1

yh(x) = c1
1

x
+ c2x+ c3x

2

In order to use the variation of parameter method, we first out the differential equation into
standard form:

y′′′ +
1

x
y′ − 2

x2
y′ +

2

x3
y =

2

x4
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so that p1 = x−1, p2 = −2x−2, p3 = 2x−3, f = 2x−4. We have

W (x) = det

 x−1 x x2

−x2 1 2x
2x−3 0 2

 = 2x−3(2x2 − x2) + 2(x−1 + x−1) = 6x−1

W1(x) = det

 0 x x2

0 1 2x
2x−4 0 2

 = 2x−4(2x2 − x2) = 2x−2

W2(x) = det

 x−1 0 x2

−x2 0 2x
2x−3 2x−4 2

 = −2x−4(2xx−1 − x2x−2) = −6x−4

W3(x) = det

 x−1 x 0
−x2 1 0
2x−3 0 2x−4

 = 2x−4(x−1 + xx−2) = 4x−5

Therefore,

yp(x) = x−1

� x 1

eζ
dζ + x

� x

(−ζ−3)dζ + x2

� x 2

3
ζ−4dζ

=
1

3
x−1 ln(x) +

1

2
x−1 − 2

9
x−1 =

ln(x)

3x
− 5

18x

Note that the

(
− 5

18
x−1

)
term can be dropped since yh(x) contains c1x

−1 term. Hence

ŷp(x) =
ln(x)

3x
is also a particular solution.

1.6.3 Harmonic Oscillator

Equation of motion
mx′′ + cx′ + kx = f(t) = F0 cos(Ωt) (1.30)

Homogeneous solution:mx′′+cx′+kx = 0 has the characteristic polynomialmλ2+cλ+k =
0 with roots

λ1 = − c

2m
+

√
c2 − 4mk

4m2
, λ2 = − c

2m
−
√
c2 − 4mk

4m2

1) Underdamped Case: c2 − 5mk < 0 (non-real roots)

α = <λ1 = − c

2m
, β = =λ1 =

√
k

m
− c2

4m2

xh(t) = eαt[A cos(βt) +B sin(βt)]; A,B ∈ R

2) Critically Damped Case: c2 − 4mk = 0 (Repeated Roots)

xh(t) = (A+Bt)eαt; α = − c

2m
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3) Overdamped Case: c2 − 4mk > 0 (Real distinct roots)

xh(t) = eαt(Aeγt +Be−γt); γ =

√
c2

4m2
− k

m

Notes:

1) Non-real roots give oscillatory response even when f(t) = 0

2) All three cases give lim
t→∞

xh(t) = 0

3) Small perturbations in k,m or c may cause a critically damped case turn into one of the
other two cases.

Non-homogeneous Solutions: Let us use the method of undetermined coefficients and try

xp(t) = C cos(Ωt) +D sin(Ωt)

Substitution into (1.30) results in

−mCΩ2 cos(Ωt)−mDΩ2 sin(Ωt)− cCΩ sin(Ωt) + cD cos(Ωt) + k cos(Ωt) + kD sin(Ωt) = F0 cos(Ωt)

=⇒ −mCΩ2 + cDΩ + kC = F0

−mDΩ2 − cCΩ + kD = 0

}
C =

(k −mΩ2)F0

θ
, D =

cΩF0

θ

where θ = (k −mΩ2)2 + c2Ω2 and hence,

xp(t) =
F0

θ
[(k −mΩ2) cos(Ωt) + cΩ sin(Ωt)]

This solution is valid if and only if {cos(Ωt), sin(Ωt)} and {eαt cos(βt), eαt sin(βt)} are non
intersecting, which is the case if and only if c 6= 0 or Ω = (l −mΩ2)2 + c2Ω2 6= 0. In this
critically damped and overdamped cases, there is no problem of intersection with homoge-
neous case basis functions. If, c = 0 and Ω =

√
k/m, then the modified candidate solution

xp(t) = Ct cos(Ωt)+Dt sin(Ωt) results in C = 0 and D =
F0

(2mΩ)
so that xp(t) =

F0t

2mΩ
sin(Ωt)

is a function of ever growing oscillations. This situation has happened because the system is

excited at its natural frequency

√
k

m
as Ω =

√
k
m , and is called the phenomenon of response.

1.7 System of Linear Equations

Example

i1 = v̇1, i2 = v̇2, i3 = v̇3

v1 = i2 − i1 + E(t) = v̇2 − v̇1 + E(t)

v2 + i2 − i3 = i1 − i2
v3 + i3 = i2 − i3

=⇒ v̇1 − v̇2 = E(t)− v1, 2v̇2 − v̇1 − v̇3 = −v2, 2v̇3 − v̇2 = −v3
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=⇒

 1 −1 0
−1 2 −1
− −1 2

v̇1

v̇2

v̇3

 = −

v1

v2

v3

+

E(t)
0
0


=⇒

v̇1

v̇2

v̇3

 = −

3 2 1
2 2 1
1 1 1

v1

v2

v3

+

3
2
1

E(t)

In general

ẋ1 = a11(t)x1 + a12x2 + · · ·+ a1n(t)xn + f1(t)

...

ẋn = an1(t)x1 + an2x2 + · · ·+ ann(t)xn + fn(t)

(1.31)

where aij(t) and fj(t) are given, xj ’s to be found.

Theorem: If f1(t), . . . , fn(t), ajk(t)’s are continuous in a closed interval I ⊆ R containing a
point a ∈ I and if

x1(a) = b1, . . . , xn(a) = bn (1.32)

are given, then the system of equations (1.31) has a unique solution satisfying (1.32), valid
on I.

Note: By solution of (1.31), we mean a set of continuous and differentiable functions {x1(t, . . . , xn(t))}

Remarks

(1) Some higher order differential equations can be transformed into (1.31) by a suitable
choice of xj ’s

x′′′ + 2tx′′ − x′ + sin(t)x = cos(t)

Let
x1 = x, x2 = x′, x3 = x′′

so that ẋ1 = x2, ẋ2 = x3, ẋ3 = − sin(t)x1 + x2 − 2tx3 + cos(t). Which is a set of 3
equations in 3 unknowns {x1, x2, x3}

(2) Any constant coefficient nth order differential equation can be put into the for (1.31) with
constant ajk’s. Given

y(n) + a1y
(n−1) + · · ·+ an−1y

′ + any = f(t)

Let,
x1 = y(t), x2 = y′(t), . . . , x=y

(n−1)(t)

Then,

d

dt


x1

x2

x3
...
xn

 =


0 1 0 . . . 0
0 0 1 . . . 0
...

...
...

. . .
...

−an −an−1 an−2 . . . −a1



x1

x2
... xn−1

xn

+


0
...
0
f


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Solution of (1.31) by Elimination: In the RC-circuit example on page 32, let D =
d

dt
.

Then, the systems of differential equations becomesD + 3 2 1
2 D + 2 1
1 1 D + 1

v1

v2

v3

 =

3
2
1

E(t)

Treating D as if it is a constant, we can solve for v1, v2, v3 using e.g., Cramer’s Rule. For
instance

v1 =

det

3E 2 1
2E D + 2 1
E 1 D + 1


det

D + 3 2 1
2 D + 2 1
1 1 D + 1

 =
(3D2 + 4D + 1)E(t)

D3 + 6D2 + 5D + 1

or, multiplying by the denominator,

(D3 + 6D2 + 5D + 1)v1(t) = f(t) := (3D2 + 4D + 1)E(t)

Note that this is a homogeneous, 3rd order, linear, constant coefficient differential equation
and can be solved by the techniques we have studied. This methid can be used even when
(1.31) contains higher derivatives of xj(t)(j = 1, . . . , n)

Example:

m1x
′′
1 = −k1x1 − k12(x1 − x2) + F1

m2x
′′
2 = −k2x2 + k12(x1 − x2) + F2[
D2 + 2 −1
−1 D2 + 2

] [
x1

x2

]
=

[
F1

F2

]
assuming k1 = k12 = k2 = m1 = m2 = 1. Solution:

(D2 + 4D2 + 3)x1 = (D2 + 2)F1 + F2 = F ′′1 + 2F1 + F2

(D2 + 4D2 + 3)x2 = (D2)F2 + F1 = F ′′2 + 2F2 + F1

Both x1 and x2 obey the same homogeneous differential equation with roots of the charac-
teristic equation

λ1 = i, λ2 = −i, λ3 = i
√

3, λ4 = −i
√

3

which gives

x1h(t) = A1 cos(t) +A2 sin(t) +A3 cos(
√

3t) +A4 sin(
√

3t)

x2h(t) = B1 cos(t) +B2 sin(t) +B3 cos(
√

3t) +B4 sin(
√

3t)

for constants Aj , Bj . These 8 constants are not free. Because x1h and x2h are related by the
original homogeneous equations

x′′1 = −2x1 + x2, x
′′
2 = −2x2 + x1
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Substituting x1h and x2h into one of these, it is easy to get

A1 = B1, A2 = B2, A3 = −B3, A4 = −B4

The coefficients A1, A2, A3, A4 are then arbitrary. In fact, by theorem of existence and unique-
ness on page 33, there should indeed be only 4 free parameter. Simply let x3 = x′1, x4 = x′2
and apply the theorem.
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Chapter 2

Difference Equations

A linear difference equation of order N is

a0(n)yn+N + a1(n)yn+N−1 + · · ·+ aN (n)yn = f(n), n ≥ 0 (2.1)

where aj(n), f(n) are specified and yn = y(n) is to be determined as a discrete function of
n. When f(n) ≡ 0, (2.1) is called homogeneous and when aj(n) are constant, it is called
constant coefficient.

Example: yn+1 − αyn = β; α, β ∈ R, is a 1st order (N = 1), non-homogeneous, and
constant coefficient difference equation. We note that

yn+1 = αyn + β

= α2(αyn−1 + β) + β(α+ 1)

...

= αny1 + β(αn−1 + αn−2 + · · ·+ α+ 1)

= αn+1y0 + β(αn + αn−1 + · · ·+ α+ 1)

By the identity

1 + α+ · · ·+ αn =
1− αn−1

1− α
, α 6= 1

we have yn+1 = αn+1y0 + β(1− αn+1)/(1− α), or,

yn =

αny0 + β
1− αn

1− α
, α 6= 1

y0 + βn , α = 1

Observe that yn|β=0 = αny0 is the homogeneous solutions and yn|y0=0 = β
1− αn

1− α
is a

particular solution when α 6= 1, or yn|y0=0 βn when α = 1. Consider (2.1) with aj(n) = aj ∈
R, constant coefficient. Let us consider the general homogeneous case, fn(0) ≡ 0, of (2.1).
Trying a candidate yn = ρn; ρ ∈ R, it is easy to see that, ρ is a root of the characteristic
equation.

ρN + a1ρ
N−1 + · · ·+ aN−1ρ+ aN = 0 (2.2)
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Conversely, any root ρ ∈ C of thus equation gives a homogeneous solution yn = ρn. It is also
not difficult to see that if rho is a multiple root, then new linearly independent solutions can
be generated by multiplication with a power of n : n, n2, n3, . . . . It is then easy to arrive at:
If ρ1, . . . , ρk are the k distinct roots of (2.2) with multiplicity m1, . . . ,mk, then the general
solution of (2.1) with f(n) ≡ 0 and aj(n) = aj ∈ R is given by

yn =

k∑
j=1

[c1j + nc2j + · · ·+ nmj−1cmjjρ)jn]

where ckj ∈ C and ckj ’s occur in conjugate pairs if and only if ρj is non-real. If y0, . . . , yn−1

are specified, then ckj ’s are uniquely found.

Example: yn+4 − 2yn+2 + yn = 1, Let us write yn = hn + pn, where hn is the general
homogeneous solution and pn is a particular solution. The characteristic equation

ρ4 − 2ρ2 + ρ = (ρ2 − ρ+ 1)(ρ2 + 2ρ+ 1) = (ρ− 1)2(ρ+ 1)2 = 0

has roots ρ1 = 1, ρ2 = −1 with multiplicities m1 = 2, m2 = 2 so that

hn = (c11 + nc21) + (c21 + nc22)(−1)n; n ≥ 0 (2.3)

for arbitrary ckj ∈ R. A particular solution pn can be determined by the method of undeter-
mined coefficients. A modified candidate solution is in the form pm = An2 (modified from
pn = A since {1, n} are among functions of hn). Then,

hn+4 − 2hn+2 + hn = A(n+ 4)2 − 2A(n+ 2)2 +An2 = 8A = 1 =⇒ A =
1

8
=⇒ pn =

1

8
n2

It follows that yn = hn +
1

8
n2 with hn given by (2.3) is the general solution.

Example: yn+1 − 3yn = sin(2n). We have hn = A3n; A ∈ R, as the general homogeneous
solution. The candidate for pn is

pn = B cos(2n) + C sin(2n)

Then, substituting into pn+1 − 3pn = sin(2n), we get

B cos(2n+ 2) + C sin(2n+ 2)− 3B cos(2n)− 3C sin(2n) = sin(2n)

=⇒ B[cos(2n) cos(2)− sin(2n) sin(2)] + C[sin(2n) cos(2) + cos(2n) sin(2)]− 3B cos(2n)

− 3C sin(2n) = sin(2n)

=⇒
[
− sin(2) cos(2)− 3

cos(2)− 3 sin(2)

] [
B
C

]
=

[
1
0

]
=⇒ C =

cos(2)− 3

10− 6 cos(2)
, B =

− sin(2)

10− 6 cos(2)

It follows that

pn =
1

10− 6 cos(2n)
[(cos(2)− 3) sin(2n)− sin(2) cos(2n)]
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Example: (Fibonacci Equation) A tree gives a branch every other year. The figure shows
that the number of branches in each year follows the sequence

1, 1, 2, 3, 5, 8, 13, . . .

The number of branches in year n+ 2 is the sum of those in the previous two years n+ 1, n:

yn+2 = yn+1 + yn, y1 = 1, y2 = 1

If we let fn = yn+1, then

fn+2 = fn+1 + fn; y1 = f0 = 1, y2 = f1 = 1

which has the characteristic equation ρ2 − ρ − 1 = 0 with roots ρ1,2 =
1±
√

5

2
, so that the

general solution is with c1, c2 ∈ R,

fn = c1

(
1 +
√

5

2

)n
+ c2

(
1−
√

5

2

)n
, n ≥ 0

The initial values f0 = f1 = 1 gives c1 + c2 = 1, c1 − c2 =
1√
5

, so that

fn =
1√
5

(1 +
√

5

2

)n+1

−

(
1−
√

5

2

)n+1
 , n ≥ 0

yn =
1√
5

[(
1 +
√

5

2

)n
−

(
1−
√

5

2

)n]
, n ≥ 1

G = lim
n→∞

yn+1

yn
=

1 +
√

5

2
is called the Golden Ratio
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Chapter 3

Numerical Solutions

Let us consider the initial value problem on I = [a,A] ∈ R

y′ = f(x, y), y(a) = b

where f is a general (perhaps non-linear) function of x and y.

3.1 Euler’s Method

Partition the interval [a,A] into

a = x0, x1 = a+ h, . . . , xk = a+ kh

and apply the algorithm

yn+1 = yn = f(xn, yn)h; n = 0, 1, 2, . . .

which obtains y1, y2, . . . based in the information of ”direction field”.

Example: y′ = y + 2x− x2, y(0) = 1, 0 ≤ x <∞The exact solution is y(x) = ex + x2, ob-
tained from the 1st order differential equation solution with a = 0, b = 1, p(x) = −1, q(x) =
2x− x2. Let us choose the step size h = 0.5 so that

y1 = y0 + (y0 + 2x0 − x2
0)h = 1 + (1− 0− 0)0.5 = 1.5

y2 = y1 + (y1 + 2x1 − x2
1)h = 1.5 + (1.5 + 1− 0.25)0.5 = 2.625

y3 = y3 + (y2 + 2x2 − x2
0)h = 2.625 + (2.625 + 2− 1)0.5 = 4.4375

Since y(x1) = 1.8987, y(x2) = 3.7183, y(x3) = 6.7317 is obtained from the exact solution,
the error becomes increasingly and quickly large between yk and y(xk). Of course, this is
because h is quite large and we expect that the error ek = y(xk)− yk will decrease and go to
zero as h→ 0. This is an issue of convergence.
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3.1.1 Convergence of Euler’s Algorithm

The error at step n is

en = y(xn)− yn = y(xn)− yn−1 − f(xn−1, yn−1)h

By Taylor’s formula, we have

y(xn) = y(xn−1) + y′(xn−1)h+
y′′(ζ)

2
h2

for some ζ ∈ [xn−1, xn]. Hence,

en = y(xn−1)− yn−1 + [y′(xn−1)− f(xn−1, yn−1)h+
y′′(ζ)

2
h2]

If we assume that no error was made at step n−1, then yn−1 = y(xn−1) so that, we also have,
f(xn−1, y(xn−1)) = f(xn−1, yn−1) with y′(xn−1) = f(xn−1, y(xn−1)) from the differential
equation. Therefore

en =
y′′(ζ)

2
h2 (single step error)

varies with h2. This is denoted by the term order of h2 and by the notation

en = Q(h2)

This error accumulates

En ∼= e1 + · · ·+ en

= nQ(h2)

= Q(h2)
nh

h

= Q(h2)
xn − x0

h
= Q(h)

i.e., the cumulative error En grows with Q(h). The Euler algorithm is thus said to be a 1st

order algorithm as it converges with a speed measured with h.

Note: En is only approximately equal to

e1 + · · ·+ en

since the slopes of lines L1andL2 shown in the figure are different:

slope of L2 : f(x1, y1)
slope of L1 : f(x1, y(x1))

}
β ∼= e1

Because u1 6= y(x1), we have β 6= e1 but β ∼= e1
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3.2 Midpoint Rule

In Euler;s method, we used the approximations

y′(x1) ∼= f(xn, yn), y′(xn) =
y(xn+1 − y(xn))

h

This is, geometrically, approximation the slope of y′(xn) by the slope of the line BC. Instead,
we can approximate it with the slope of the line AC

y′(xn) ∼=
y(xn+1)− y(xn−1)

2h

and use y′(xn) ∼= f(xn, yn) to obtain a different algorithm.

yn+1 = yn−1 + f(xn, yn)2h; n = 1, 2, . . . (3.1)

This is called the midpoint rule and uses a different approximation than Euler’s. Of course,
to start the algorithm (3.1), we need initial values y0, y1. The usual practice is to get y1 from
y0 by Euler’s method, i.e., by y1 = y0 + f(x0, y0)h

3.2.1 Convergence of Midpoint Rule

Let is write, by Taylor’s formula

y(xn+1) = y(xn) + y′(xn)h+
y′′(xn)

2
h2 +

y′′′(η)

6
h3

for some h > 0. Since h = xn − xn−1

y(xn−1) = y(xn)− y′(xn)h+
y′′(xn)

2
h2 − y′′′(ζ)

6
h3

Here, η, ζ are some points in the interval (xn−1, xn+1). Subtracting the two, we have

y(xn+1)− y(xn−1) = y′(xn)2h+
y′′′(η) + y′′′(ζ)

6
h3

so that the two step error can be computed by, using yn+1 − yn−1 = f(xn, yn)2h and noting
that

en+1 − en−1 = [y′(xn)− f(xn, yn)]2h+
y′′′(η) + y′′′(ζ)

6
h3

This gives en+1 − en−1 = Q(h3) provided y′(xn) = f(xn, y(xn)) = f(xn, yn). It follows that
en+1 grows with Q(h3). The cumulative error grows with Q(h2) so that the midpoint rule
(3.1) is 2nd order algorithm. The convergence of the midpoint rule is faster than of Euler’s
method. These algorithms are easily adapted to systems of differential equations. Consider

u′ = f(x, u, v), u(a) = u0

v′ = g(x, u, v), v(a) = v0
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Euler’s method give

un+1 = un + f(xb, yn, vn)h

vn+1 = vn + f(xb, yn, vn)h

Example: u′ = x+ v, v′ = uv2; u(0) = 0, v(0) = 1. Let us choose h = 0.1, then

n=0: u1 = u0 + (x0 + v0)h = 0 + (0 + 1)0.1 = 0.1

v1 = v0 + u0v
2
0h = 1 + 0(1)20.1 = 1

n=1: u2 = u1 + (x1 + v1)h = 0.1 + (0.1 + 1)0.1 = 0.21

v2 = v1 + u1v
2
1h = 1 + 0.1(1)20.1 = 1.01

3.3 Stability of Numerical Algorithms

An algorithm gives incorrect results for two reasons:

i) Sensitivity to initial conditions.

ii) Instability of the algorithm

3.3.1 Sensitivity

The differential equation y′ − 2y = −6e−4x has the general solution

y = e−4x + Ce2x =

{
e−4x , y(0) = 1 (C = 0)

Ce2x + e−4x , y(0) 6= 1 (C 6= 0)

Suppose we apply the midpoint rule with initial value y(0) = 1. Even at the first step, y1 will
be at a direction field, which generates a solution for another initial condition corresponding
to C 6= 0. The algorithm will give values such that yn →∞ as n→∞.

3.3.2 Instability

Round-off errors in the machine accumulate and give incorrect results after a certain step.
Such algorithms are called unstable.

Example: y′ = −2y, y(0) = 1. Apply Midpoint Rule: yn+1 = yn−1 + (−2yn)2h, h = 0.05.
After x = 2, the rule starts to give oscillations about y = 0 with ever-growing oscillations.
Suppose e0 has a round-off error of ε, i.e., e0 = ε, and calculate how much the perturbed
solution deviates from the exact solution at x = xn = nh. The differential equation to which
Midpoint Rule is applied is more general than that of the example

y′ = Ay, y(0) = 1, A ∈ R

yn+1 = yn−1 + 2Aynh, y0 = 1, n = 0, 1, 2, . . . (3.2)

Since e0 = ε, we have y∗0 = y(0)− ε = 1− ε and the rule generates

y∗n+1 = y∗n−1 + 2Ahy∗n, y
∗
0 = 1− ε, n = 1, 2, 3, . . . (3.3)
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The error also obeys, by (3.2) and (3.3), a similar equation and its roots are

ρ2 − 2Ahρ− 1 = 0, ρ1,2 = A±
√

1 +A2h2

and the general solution is

en = c1(Ah+
√

1 +A2h2)n + c2(Ah−
√

1 +A2h2)n, n ≥ 0

Assuming h is small, we have 1 +A2h2 ∼ 1 so that

en ∼= c1(Ah+ 1)n + c2(−1)n(1−Ah)n

∼= c1e
n ln(1+Ah) + c2(−1)nen ln(1−Ah), (ln(1 + x) ∼= x2 − x2

2
+ . . . )

∼= c1e
Anh + c2(−1)ne−Anh, (x1 = h, xn = nh)

∼= c1e
Axn + c2(−1)ne−Axn

We now assume e1 = 0 and also use e0 = ε to get

c1 + c2 = ε, c1e
Ax1 − c2e

−Ax1 = 0

=⇒ en ∼=
ε

eAx1 + e−Ax1
[eA(xn−x1) + (−1)ne−A(xn−x1)]

A > 0: The exact solution is the growing exponentials y(xn) = eAxn . For small |ε|, we have

en −−−−→
n→∞

εeA(xn−x1)

eAx1 + e−Ax1
=

εe−Ax1

eAx1 + e−Ax1
eAxn << eAxn

so that, for large n, error due to round-off is much smaller than the exact value and the
deviation is not noticeable.The rule is stable for A > 0.

A < 0: The exact solution is the diminishing exponential y(xn) = eAxn and for small ε

en −−−−→
n→∞

ε(−1)ne−A(xn−x1)

eAx1 + e−Ax1
=

εeAx1

eAx1 + e−Ax1
(−1)ne−Axn

so that the round-off error, for large n, becomes more noticeable and grows with oscillatory
behaviour. The Midpoint Rule is unstable for A < 0

Note: Technique for examining stability extends to differential equations of the type y′ =
f(x, y) by linearisation about y = 0:

y′ ∼= f(x, 0) +
∂f

∂y

∣∣∣∣
y=0

y =
∂f

∂x

∣∣∣∣
y=0

y

provided y = 0 is an equilibrium point of y′ = f(x, y)

43



Chapter 4

Functions of Several Variables

The set of n-tuples is
Rn = {x = (x1, . . . , xn), xj ∈ R}

and a function of n-variables is

f : Rn → R : x 7→ f(x) : f(x1, . . . , xn)

The distance of x to a point x′ is d(x, x′) :=
√

(x′1 − x1)2 + · · ·+ (x′n − xn)2, where x =
(x1, . . . , xn) and x′ ≡ (x′1, . . . , x

′
n). Note that

n = 1 : d(x, x′) = |x′1 − x1|

n = 2 : d(x, x′) =
√

(x′1 − x1)2 + (x′2 − x2)2

n = 3 : d(x, x′) =

√√√√ 3∑
j=1

(xj − x′j)2

The neighbour of x′ is
N(x′, r) = {x ∈ Rn : d(x, x′) < r}

n = 1 : an interval

n = 2 : disk of radius

n = 3 : sphere of radius

A set S ⊆ Rn is connected if each pair of points in S can be joined by a finite number of
line segments connected end-to-end. Note that a straight line in n-dimensional space has the
parametric equation

x1 = a1 + b1t, . . . , xn = an + bnt; aj , bj ∈ R, t ∈ R or [α, β]

A point in x ∈ Rn is an interior point of S if

x ∈ S &N(x, r) ⊆ S for some r > 0

It is a boundary point of S if N(x, r), for any r > 0, contains points from S as well as outside
S. A connected set is a domain or an open set if it contains none of its boundary points. It
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is a closed set of it contains all of its boundary points. It is easy to see that a connected set
S is an open set of and only if every point of S is an interior point.

Example
N(x′, r) is an open set for every r > 0. N(x′, r) together with its boundary (circle in n = 2,
sphere-shell in n = 3, etc.) is called a closed set.

Example
Note that R is both open and closed, since it has no boundary points. The set in the first
example on this page is neither open nor closed.

4.1 Limit of a Function

The limit of f(x) as x approaches x′ is L, lim
x→x′

f(x) = L, if given any ε > 0, there is δ > 0

such that
d(x, x′) < δ =⇒ |f(x− L) < ε|

for every x ∈ N(x′, δ) in the domain of definition of f . Thus, no matter how small ε > 0
is give, there is a f -neighbourhood of x′ such that f(x) is ε-close to L for every x in that
neighbourhood. f(x) is continuous at x′ if

lim
x→x′

f(x) = f(x′)

Example

• H(x) =

{
1, x > 0
0, x < 0

and H(0) =
1

2
is continuous everywhere except at x = 0, where

the limit lim
x→0

H(x) does not exist.

• f(x) =
1

x2
1 + x2

2 + x2
3

is continuous everywhere except at x = 0 because neither lim
x→0

f(x)

nor f(0) exists.

• f(x1, x2) = x2
1 + ex2 sin(x1x

2
2) is continuous in the whole x1x2-plane since it is the

product, sum, composite of continuous functions.

4.2 Partial Derivatives (n=2)

Suppose the domain of definition of f(x, y) includes a neighbourhood of (x0, y0). Then,

fx(x0, y0) =
∂f

∂x

∣∣∣∣
(x0,y0)

:= lim
∆x→0

f(x0 + ∆x, y0)− f(x0, y0)

∆x

fy(x0, y0) =
∂f

∂y

∣∣∣∣
(x0,y0)

:= lim
∆y→0

f(x0, y0 + ∆y)− f(x0, y0)

∆y
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are the partial derivatives of f with respect to x and y at (x0, y0). If fx and fy exist in a
neighbourhood of (x0, y0), then they are functions of (x, y) and one can define second order
derivatives

fxx =
∂

∂x

(
∂f

∂x

)
=
∂2f

∂x2
, fyy =

∂

∂y

(
∂f

∂y

)
=
∂2f

∂y2

fxy =
∂

∂y

(
∂f

∂x

)
=

∂2f

∂y∂x
, fyx =

∂

∂x

(
∂f

∂y

)
=

∂2f

∂x∂y

Fact: If fx, fy, fxy, fyx, are all continuous in a neighbourhood of (x0, y0), then fxy = fyx at
(x0, y0)
Remark: Unlike functions of one variable, fx, fy may exist at (x0, y0) without f being con-
tinuous at (x0, y0).

Example

f(x, y) =

{
1, x = 0 or y = 0
0, x 6= 0 and y 6= 0

fx(0, 0) = lim
∆x→0

f(∆x, 0)− f(0, 0)

∆x
= lim

∆x→0

1− 1

∆x
= 0

fy(0, 0) = lim
∆y→0

f(0,∆y)− f(0, 0)

∆y
= lim

∆y→0

1− 1

∆y
= 0

but lim
x→0

f(x, y) does not exist since it depends on how we approach the origin. It follows that

f is not continuous at (0, 0).

Example
Consider f(x1, . . . , xn) such that

fx1x1 + · · ·+ fxnxn = 0 (4.1)

Let us try to find a solution. Postulate f = (x2
1 + · · ·+ x2

n)α for some α ∈ R. Then

fxkxk =
∂

∂xk
[2αxk(x

2
1 + · · ·+ x2

n)α−1]

= 2α(x2
1 + · · ·+ x2

n)α−1 + 4α(α− 1)x2
k(x

2
1 + · · ·+ x2

n)α−2

= 2α(x2
1 + · · ·+ x2

n)α−2[x2
1 + · · ·+ x2

n + 2(α− 1)x2
k]

(4.2)

Now, (4.1) holds if and only if

n∑
k=1

[x2
1 + · · ·+ x2

n + 2(α− 1)x2
k] = [n+ 2(α− 1)](x2

1 + · · ·+ x2
n) = 0,

which holds if and only if a = 2−n
2 and f = (x2

1 + · · ·+ x2
n)

2−n
2 .
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4.3 Composite Functions and Chain Differentiation

Let us first consider a function of one variable f(x), which is differentiable over X = {x : a <
x < b}. Suppose x = x(t) is in turn differentiable over T = {t : α < t < β, such that x(t) ∈ X
∀t ∈ T . Then, F (t) := f(x(t)) is defined over T and is differentiable over T with

dF

dt
=
df

dx
· dx
dx

F is called the ”composite function of t” or the composition of f and x. This 1-D result can
be generalized.
Theorem: Let f(x, y), fx(x, y) and fy(x, y) be continuous over an open region (set) R
in xy-plane. Let x = x(t), y = y(t) be differentiable over an interval T ⊆ R such that
(x(t), y(t)) ∈ R. Then F (t) := f(x(t), y(t)) is a differentiable function of t over T and

dF

dT
=
∂f

∂x

dx

dt
+
∂f

∂y

dy

dt
(4.3)

Proof: Let ∆t be small enough so that t and t+ ∆t are both in T . Let

∆x := x(t+ ∆t)− x(t), ∆y := y(t+ ∆t)− y(t)

Then,

∆F : = F (t+ ∆t)− F (t) = f(x(t+ ∆t), y(t+ ∆t))− f(x(t), y(t))

= f(x+ ∆x, y + ∆y)− f(x, y)

= f(x+ ∆x, y + ∆y)− f(x, y + ∆y) + f(x, y + ∆y)− f(x, y)

= f(S)− f(Q) + f(Q)− f(P )

By mean-value theorem, the points P̂ , Q̂ as shown above, subject to,

f(Q)− f(P ) = fy(P̂ )∆y, f(S)− f(Q) = fx(Q̂)∆x

Hence
∆F

∆t
=
F (t+ ∆t)− F (t)

∆t
= fy(P̂ )

∆y

∆t
+ fx(Q̂)

∆x

∆t

Taking limits as ∆t → 0 and noting that ∆x → 0, ∆y → 0, Q̂ → P , P̂ → P as ∆t → 0, we
obtain dF

dt = fx(P )dxdt + fy(P )dydt .

Example

r(x, y) = x2y−e2y, x = 3t2, y = sin t; 1 < t < 4. Now, R(t) = r(x(t), y(t)) = 9t4 sin t−e2 sin t.
By (4.3), we get

Ṙ(t) = 2xy · 6t+ (x2 − 2e2y) cos t

= 36t3 sin t+ (9t4 − 2e2 sin t) cos t

, which coincides with ˙R(t) obtained by direct derivative of 9t4 − 2e2sint with respect to t.
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4.4 Taylor’s Formula in 1D and 2D

Recall that in one dimensional case, by Fundamental Theorem of Calculus, we can write for
x, a ∈ R,

f(x) = f(a) +

� x

a
ḟ(x)dx, ḟ(x) = ḟ(a) +

� x

a
f̈(x)dx,

which give

f(x) = f(a) +

� x

a

[
ḟ(x) + f̈(x)dx

]
dx

= f(a) + ḟ(a)(x− a) +

� x

a

� x

a
f̈(x)dxdx

that generalizes to

f(x) =

n−1∑
i=0

f (i)(a) · (x− a)i

i!
+Rn(x) (4.4)

where

Rn(x) =

� x

a
. . .

� x

a
f (n)(x)dx . . . dx (4.5)

provided f is differentiable n-time in the interval a, x. We now show that,

Rn(x) =
f (n)(ζ)

n!
(x− a)n (4.6)

for some ζ between a and x. To see this let m and M be the minimum and maximum of
f (n)(z) for z in between a and x, which both exist provided f (n) is continuous in between a
and x. Then, (4.5) gives

m

� x

a
. . .

� x

a
dx . . . dx ≤ Rn(x) ≤M

� x

a
. . .

� x

a
dx . . . dx

or

m
(x− a)n

n!
≤ Rn(x) ≤M (x− a)n

n!

Now since f (n)(z) must assume all values between m and M by its continuity, it follows that
for some ζ in between a and x,

Rn(x) =
f (n)(ζ)

n!
(x− a)n

as claimed (4.6). The expression in (4.6) is called the Lagrange form of remainder for Rn(x).
The expansion (4.4) is called the Taylor’s formula with n-th order error Rn(x). In fact, if
one approximates

f(x) ∼=
n−1∑
i=0

f (i)(a) · (x− a)i

i!

then the ”error of approximation” is given by |Rn(x)|

48



Example
Approximate e−x over 0.7 < x < 1.3 by a second order polynomial of x : let us choose a = 1
so that (4.4) with n = 3 gives

f(x) = e−x = e−1 − e−1(x− 1) + e−1 (x− 1)2

2
+R3(x) (4.7)

with R3(x) = −e
−ζ

3!
(x − 1)3, ζ ∈ [1, x] or ζ ∈ [x, 1], whichever inequality x ≥ 1 or 1 ≥ x

holds. Note that

|R3(x)| = e−ζ
|x− 1|3

6
< e−0.7 (0.3)3

6
∼= 0.0022 =: err,

the error of approximation made in (4.7) is less than ’err’ as long as 0.7 < x < 1.3.

4.5 Taylor Series

If derivatives of all orders of f exist and if lim
n→∞

|Rn(x)| = 0 for all x in an interval I including

a, then

f(x) =
∞∑
k=0

f (k)(a)

k!
(x− a)k

is the Taylor Series of f about a. It is convergent for all x ∈ I

Example
With a = 0,

e−x =
∞∑
k=0

(−1)k
xk

k!

Now , Rn(x) = f (n)(x)
(x− a)n

n!
= (−1)n

e−ζ

n!
xn and

lim
n→∞

|Rn(x)| = lim
n→∞

e−ζ

n!
|x|n = 0

for all ζ between 0 and x and for all x ∈ R, it follows that Taylor Series of e−x exists for all

x about 0. ( lim
n→∞

|x|n

n!
= 0 for any x ∈ R, which can be seen by ”squeezing the tail”.)

We now generalize (4.4) and (4.6) to find 2D and then to any dimension. Given f(x, y),
let R be and open set in the xy-plane and consider a line extending from (a, b) to (x0, y0).
We can parametrize any point (x, y) on the line by

x = a+ (x0 − a)t, y = b+ (y0 − a)t,

where t ∈ [0, 1]. The composite function F (t) given by F (t) = f(x(t), y(t)) has the expression

F (t) = f(a+ (x0 − a)t, b+ (y0 − b)t)
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and it can be expanded about t = 0 using nth order Taylor’s Formula as

F (t) = F (0) + Ḟ (0) + · · ·+ F (n−1)(0)

(n− 1)!
tn−1 +Rn(t) (4.8)

where

Rn(t) =
F (n)(τ)

n!
tn for some τ ∈ (0, 1)

provided nth order derivative of F exists and is continuous. By Chain Differentiation

F ′(t) = fx
dx

dt
+ fy

dy

dt
= fx|(a,b) (x0 − a) + fy|(a,b) (y0 − b)

F ′′(t) =

(
fxx

dx

dt
+ fxy

dy

dt

)
dx

dt
+

(
fyy

dy

dt
+ fyx

dx

dt

)
dy

dt

= fxx|(a,b) (x0 − a)2 + 2 fxy|(a,b) (x0 − a)(y0 − b) + fyy|(a,b) (y0 − b)2

and so on. Substituting into (4.8), we obtain for t = 1, and for n = 1 and n = 2, for some
ζ ∈ [a, x0] or [x0, a] and η ∈ [b, y0] or [y0, b],

f(x0, y0) = f(a, b) + fx(ζ, η)(x0 − a) + fy(ζ, η)(y0 − b), (n = 1)

f(x0, y0) = f(a, b) + fx(a, b)(x0 − a) + fy(y0 − b)

+
1

2
[fxx(ζ, η)(x0 − a)2 + 2fxy(ζ, η)(x0 − a)(y0 − b) + fyy(ζ, η)(y0 − b)2], (n = 2)

and similar expression for n > 2. In order to express the nth order formula in a compared
way, let us define

D := (x0 − a)
∂

∂x
+ (y0 − b)

∂

∂y

so that in (4.8) we have

F (k)(0) = Dkf
∣∣∣
(a,b)

+ · · ·+ 1

(n− 1)!
Dn−1f

∣∣∣∣
(a,b)

+Rn;

Rn =
1

n!
Dnf

∣∣∣∣
(ζ,η)

for ζ ∈ [a, x] or [x, a] and for η ∈ [b, y] or [y, b]. Note that the expression.

f(x, y) = f(a, b) + fx(ζ, η)(x− a) + fy(ζ, η)(y − b)

for ζ between a, x and for η between b, y can be viewed as a 2D Mean Value Theorem.

Example
Find a linear approximation to f(x, y) = ex+y − 3y over 0.8 ≤ x ≤ 1.2 and −0.1 ≤ y ≤ 0.1
and give bound on the error of approximation, we have

fx = ex+y, fy = ex+y − 3, fxx = fxy = fyx = fyy = ex+y
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Let a = 1, b = 0 (midpoints of the given intervals). Then

f(x, y) ∼= f(a, b) + fx(a, b)(x− a) + fy(a, b)(y − b)
= e+ e(x− 1) + (e− 3)y

= ex+ (e− 3)y

is a linear approximation with error

R2 =
1

2
[eζ+η][(x− 1)2 + 2(x− 1) + y2]

for some ζ ∈ [0.8, 1.2] and η ∈ [−0.1, 0.1], Then

|R2| ≤ e1.3[0.0045]

Example
The first two terms (linear and quadratic) of the Taylor Series expansion if exy about (a, b) =
(1, 2) is

exy = e2 + 2e2(x− 1) + e2(y − 2) + 2e2(x− 1)2 + 3e2(x− 1)(y − 2) +
1

2
e2(y − 2)2 + . . .

as fx = yexy, fy = xexy, fxx = y2exy, fxy = (1 + xy)exy, fyy = x2exy etc. Note that

R1 = (x− 1)ηeζη + (y − 2)ζeζη

R2 =
1

2
[(x− 1)η2 + 2(x− 1)(y − 2)ζη + (y − 2)2ζ2]eζη

4.6 Implicit Functions and Jacobians

An equation f(x, y) = 0 can be viewed as defining y as a function of x implicitly so that it
can be written as

f(x, y(x)) = 0

Example

x2 + 4y2 − 4 = 0 =⇒ y = ±
√

1− x2

4
. We have two functions of x defined by f(x, y) = 0,

which are upper and lower part of ellipse
x2

4
+ y2 = 1. The domain of definition of both are

−2 ≤ x ≤ 2. If we are interested in 3 ≤ x ≤ 8, then f(x, y) = 0 defines no function.

More often than not, it is not possible to solve for y explicitly, as in 2xy + sin y = 3, which
is a transcendental equation.

Definition: A function f is of class C1, denoted as f ∈ C1, if fx and fy exist and we
are continuous in an open set, or open domain. It is of class C2, f ∈ C2, if fx, fy, fxx, fxy,
fyx, fyy exist and are continuous on an open set.
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4.6.1 Implicit Function Theorem

Let f(x0, y0) = 0 and suppose f(x, y) is C1 in a neighbourhood of (x0, y0) with

fy(x0, y0) 6= 0

Then, f(x, y) = 0 uniquely defines y(x) in some neighbourhood N of x0 such that y(x0) = y0

and ẏ exists in N .

Example

Let (x0, y0) = (1, −
√

3
2 ) and consider x2 + 4y2 − 4 = 0, we have fx(x, y) = 2x, fy(x, y) = 8y,

which are continuous everywhere so that f ∈ C1 everywhere and hence in a neighbourhood

of (1,−
√

3
2 ). Further,

fy

(
1,−
√

3

2

)
= −4

√
3 6= 0

so that by the theorem, y(x) exists in a neighbourhood of x0 = 1. In fact, y = −
√

1− x2

4
is

defined everywhere in (−2, 2) ⊆ R.

Example
f(x, y) = (y − 2x)ey − x2 + 1 = 0, (x0, y0) = (1, 2), are such that f(1, 2) = 0 and fx =
−2ey − 2x, fy = (y − 2x + 1)ey. Thus, f ∈ C1 everywhere. Also, fy(1, 2) = e2 6= 0 so that
we know that y(x) exists in a neighbourhood of x0 = 1. However, an explicit expression for
y(x) is not clear. The theorem only tells the existence

How to compute y(x) when it exists: Suppose y(x) exists about x0. We can consider
its Taylor expansion about x0:

y(x) = y(x0) + y′(x0)(x− x0) +
y′′(x0)

2
(x− x0)2 + . . . (4.9)

provided y′′ exists about x0, etc. We also have

d

dx
f(x, y(x)) = fx(x, y) + fy(x, y)y′ = 0

which gives, provided fy(x0, y0) 6= 0, that

y′(x0) = −fx(x0, y0)

fy(x0, y0)

Now, if fy(x, y) 6= 0 in a neighbourhood of (x0, y0) and if f ∈ C2, then

y′′ = −(fxx + fxyy
′)fy − (fyyy

′ + fyx)fx
f2
y

=
f2
xfyy − f2

y fxx + 2fxfyfxy

f3
y
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Continuing this way, the terms of the Taylor series (4.9) can be computed from the partial
derivation of f and its evaluations at (x0, y0)

Example: f(x, y) = (y − 2x)ey − x2 + 1, (x0, y0) = (1, 2)

y′(1) = −fx(1, 2)

fy(1, 2)
= −−2e2 − 2

e2
= 2(1 + e−2)

writing y′ =
2 + 2xe−y

y − 2x+ 1
and differentiating, we get

y′′ =
(2e−y − 2xe−2y′)(y − 2x+ 1)− (y′ − 2)(2 + 2xe−y)

(y − 2x+ 1)2

y′′(1) =
2e−2− 2e−22(1 + e−2)− 2e−2(2 + 2e−2)

1
= −6e−2 − 8e−4

Thus,
y(x) = 2 + 2(1 + e−2)(x− 1) + (−3e−2 − 4e−4)(x− 1)2 + . . .

Example: Implicit function theorem can be used to obtain inverse functions, Consider y =
sin(x) and let us write

f(x̂, ŷ) = x̂− sin(ŷ) = 0

and note that ŷ(x̂) would be the inverse function of sin(x̂). Let us choose x̂0 and consider
(x̂0, ŷ0) = (0, 0) that satisfies f(x̂0, ŷ0) = 0. Also, f ∈ C1 since fx̂ = 1, fŷ = − cos(ŷ).
Further, fŷ(0, 0) = − cos(0) = −1 6= 0. By the Theorem, ŷ(x̂) exists for x̂ in a neighbourhood
of x̂0 = 0. We actually know that it exists in (−1, 1) ⊆ R :*insert images here*

4.6.2 Multivariable Case: Jacobian

Consider a system of n-equations

f1(x1, . . . , xn, u1, . . . , un) = 0

...

fn(x1, . . . , xn, u1, . . . , un) = 0

(4.10)

Does there exist u1(x1, . . . , xn), . . . , un(x1, . . . , xn), functions of n variables, satisfying these
equations? Let P = (x10, . . . , xn0, u10, . . . , un0) be a point on 2n-space such that (4.10) holds
at P

Fact: If f1, . . . , fn ∈ C1 in some neighbourhood of P if

det


∂f1

∂u1
. . .

∂f1

∂un
...

. . .
...

∂nf

∂u1
. . .

∂fn
∂un


∣∣∣∣∣∣∣∣∣∣
P

6= 0
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then there exists C1 functions u1(x1, . . . , xn), . . . , un(x1m, . . . , xn) that satisfy (4.10) in some
neighbourhood of (x10, . . . , xn0) in n-space.

Example:

x = r cos(θ)
y = r sin(θ)

}
f1(x, y, r, θ) = x− r cos(θ) = 0
f2(x, y, r, θ) = y − r sin(θ) = 0

All particular derivatives of f1 and f2 exists and are continuous in R4 = {(x, y, r, θ)}. Further

det

∂f1

∂r

∂f1

∂θ
∂f2

∂r

∂f2

∂θ

 = det

[
− cos(θ) r sin(θ)
− sin(θ) −r cos(θ)

]
= r

Which is non-zero everywhere in R4 except when r = 0. It follows by the Fact that, the
functions r(x, y), θ(x, y) exist in any neighbourhood excluding the origin, i.e., the point
(0, 0) in xy-plane. We denote

J(u1, . . . , un) =
∂(f1, . . . , fn)

∂(u1, . . . , un)
= det


∂f1

∂u1
. . .

∂f1

∂un
...

. . .
...

∂fn
∂u1

. . .
∂fn
∂un


and call it the Jacobian if f with respect to u. The Jacobian comes up in the calculating
∂uj
∂xi

for i, j = 1, . . . , n.

Example:

f(x, y, u, v) = 0
g(x, y, u, v) = 0

}
−−−−−−−−−−−→

If u and v
exists as functions

of (x, y)

F (x, y) = f(x, y, u(x, y), v(x, y)) = 0
G(x, y) = g(x, y, u(x, y), v(x, y)) = 0

Computing u(x, y), v(x, y) requires terms in the Taylor series, e.g.

u(x, y) = u(x0, y0) + ux(x0, y0)(x− x0) + uy(x0, y0, )(y − y0) + . . .

Now,

∂F

∂x
= fx + fuux + fvvx = 0,

∂F

∂y
= fy + fuuy + fvvy = 0

∂G

∂x
= gx + guux + gvvx = 0,

∂G

∂y
= gx + guuy + gvvy = 0
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so that

−
[
fx
gx

]
=

[
fu fv
gu gv

] [
ux
vx

]
, −

[
fy
gy

]
=

[
fu fv
gu gv

] [
uy
vy

]

ux = −
det

[
fx fv
gx gv

]
det

[
fu fv
gu gv

] , vx = −
det

[
fu fx
gu gx

]
det

[
fu fv
gu gv

] or,

ux = −

∂(f, g)

∂(x, v)

∂(f, g)

∂(u, v)

, vx = −

∂(f, g)

∂(u, x)

∂(f, g)

∂(u, v)

and similarly for uy and vy. Since J(u, v) occur in the denominator of every partial derivative
of u, v it must be non-zero for the existence of every partial derivative ux, uy, vx, vy, etc.

4.7 Maxima and Minima of Functions

4.7.1 1-D Case

A function f(x) has an absolute maximum at x0 if f(x) ≤ f(x0) for all x in the domain of
definition of f . It has an absolute minimum at x0 if f(x0) ≤ f(x) for all x in the domain of
definition of f . It has a local maximum at x0 if f(x) ≤ f(x0) for all x in a neighbourhood of
x0 and a local minimum if f(x) ≥ f(x0) for all x in a neighbourhood. In the figure *insert
figure*, A,B,C,D, F are also called extremum points (max or min points) but not E, which
is called and inflection point.

Fact: If f(x) has a local extremum at a point x0, and if f ′(x0) exists, then

f ′(x0) = 0 (4.11)

Proof: Suppose x0 is a local minimum point so that f(x0) ≤ f(x) i a neighbourhood N(x0).
Then, as

f ′(x) = lim
x→x0

f(x)− f(x0)

x− x0

the left limit is negative and the right limit is positive as x→ x0. It must be that f ′(x0) = 0.
The same argument applies to a local maximum with small alterations. It follows that (4.11)
is a necessary condition. t is not sufficient since the point E in the above example also sat-
isfies f ′(E) = 0 (zero slope), whereas E is neither a local maximum nor a local minimum.
Such a point as E is called horizontal inflection point. A sufficient condition is given next

Theorem: Suppose that for some x0 in the domain of definition of fm we have that, for
n ≥ 2,

f ′(x0) = 0, f ′′(x0) = 0, . . . , f (n−1)(x0) = 0 but f (n)(x0) 6= 0 (4.12)

Then if f (n)(x) is continuous in a neighbourhood of x0,
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(i) n even and f (n)(x0) < 0 =⇒ x0 is local maximum point.

(ii) n even and f (n)(x0) > 0 =⇒ x0 is local minimum point.

(iii) n odd =⇒ x0 is horizontal inflection point

Proof: As f (n)(x) is continuous inn some neighbourhood N(x0), we have

sign f (n)(x) = sign f (n)(x0), ∀x ∈ N(x0)

By Taylor’s formula

f(x) = f(x0) +
f (n)(ζ)

n!
(x− x0)n, x ∈ N(x0) (4.13)

for some ζ ∈ Ñ(x0) ⊆ N(x0), where Ñ(x0) is a smaller neighbourhood. Thus, sign f (n)(ζ) =sign
f (n)(x0). It follows by (4.13) that, when n is even

sign[f(x)− f(x0)] = sign f (n)(x0), ∀x ∈ Ñ(x0)

which gives the first two claims. If, on the other hand, n is odd, then depending on the
whether x < x0 and x > x0, we will have f(x)− f(x0) have opposite signs, which gives that
x0 is an inflection point.

Example: f(x) = (2
√
x − x − 1)2 = (

√
x − 1)4; 0 < x < ∞. Note that f ′(1) = 0, f ′′(1) =

0, f ′′′(1) = 0, f (4)(1) =
3

2
6= 0. Since n is even and f (4)(1) > 0, we have a local minimum at

x0 = 1.

Example: f(x) = (x− 1)2 ln(x); 0 < x <∞. Now,

f ′(x) = (x− 1)[2 ln(x) +
x− 1

x
]

f ′′(x) = 2 ln(x) + 2
x− 1

x
− (x− 1)2

x2
+

2

x
(x− 1)

f ′′′(x) =
2

x
+

2

x2
+

2

x3
(x− 1)3 − 2

x2
(x− 1)− 2

x2
(x− 1) +

2

x

so that, f ′(1) = 0, f ′′(1) = 0, f ′′′(1) = 6 6= 0. Hence, n is odd so that there is a horizontal
inflection point at x0 = 1. Note that f ′(x) = 0 has only one solution x0 = 1 since the curves

ln(x) and
1− x

2x
intersects only at x = x0 = 1

4.7.2 Multivariable Case

Let us consider f(x) = f(x1, . . . , x2) defined for x ∈ D ⊆ Rn and a point x̂ = (x̂1, . . . , x̂n) ∈
D. If there is a neighbourhood N(x̂) such that

f(x) ≤ f(x̂) ∀x ∈ N(x̂) =⇒ x̂ is a local maximum point

f(x) ≥ f(x̂) ∀x ∈ N(x̂) =⇒ x̂ is a local minimum point
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of f.

Theorem: If f has a local extremum at x̂ ∈ D and if f ∈ C1 (continuously differentiable)
in a neighbourhood of x̂, then

∂f

∂x1
= 0, . . . ,

∂f

∂xn
= 0 (4.14)

Proof: Consider any curve passing through x̂ in n-space and let x1 = x1(τ), . . . , xn = xn(τ)
be a parametric equation of this curve such that x(0) = x̂, i.e.

x1(0) = x̂1, . . . , xn(0) = x̂n

By f ∈ C1, whenever the chosen curve is smooth, i.e., x′j(τ) exists in an interval about τ = 0,
we have that the composition function

F (τ) = f(x(τ)) = f(x1(τ), . . . , xn(τ))

is differentiable in this interval of τ = 0 with

dF

dz
(0) =

∂f

∂x1
(x̂)

dx1

dτ
(0) + · · ·+ ∂f

∂xn
(x̂)

dxn
dτ

(0) = 0 (4.15)

for every choice of such smooth curves. As the chosen curves through x̂ changes, the values
dxj
dτ

(0) assume infinitely many different sets. Hence, the only way (4.15) holds for all these

curves is that (4.14) is satisfied. A point x̂ satisfying (4.14) is called a critical point of f0.
Not all critical points are local extrema, just like in 1-D case.

Example: f(x1, x2) = x2
1 − x2

2

∂f

∂x1
= 2x1,

∂f

∂x2
= −2x2

which are both zero at (x̂1, x̂2) = (0, 0). However, f > 0 for x1 > x2 and f < 0 for x1 < x2

and in any neighbourhood of (0, 0) there are infinitely many such points. Hence x̂ = 0 is
neither a local maximum nor a local minimum points. It is called a saddle point.

Theorem: (Classification of Critical Points) Consider that

fx1(x̂) = 0, . . . , fxn(x̂) = 0

for some x̂ in the domain of f . If f ∈ C2 in some N(x̂) and if det Ĥ(x̂) 6= 0, where

H =

fx1x1(x̂) . . . fx1xn(x̂)
...

. . .
...

fxnx1(x̂) . . . fxnxn(x̂)

 (Hessian)

(i) H is positive definite =⇒ x̂ is a local minimum point.

(ii) H is negative definite =⇒ x̂ is a local maximum point.
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(iii) H has at least one positive and one negative eigenvalue (Indefinite) =⇒ x̂ is a saddle
point.

(iv) Otherwise, the Hessian does not give sufficient information to classify x̂.

Remark: Multivariable Taylor’s formula can be written as

fx = f(x̂) + J(x̂)(x− x̂) +
1

2
(x− x̂)TH(x̂)(x− x̂) + . . .

where J is the Jacobian (row-vector [fx1 , . . . , fxn ]) and H is the Hessian.

Recall: A complex λ ∈ C is an eigenvalue of a matrix M if it a root of the characteris-
tic polynomial

∆(s) = det(sI −M)

If M is symmetric, then all its eigenvalues are real numbers. A symmetric M is positive
definite if all its eigenvalues are positive. It is positive semi-definite if all its eigenvalues
are non-negative. A matrix M is negative definite if it is symmetric and if −M is positive
definite. Similarly for negative semi-definite.

Example

(1)

M =

[
1 −1
−1 1

]
, λI −M =

[
λ− 1 1

1 λ− 1

]
det(λI−M) = (λ−1)2−1 = 0 =⇒ λ1 = 0, λ2 = 2. so that M is positive semi-definite.

(2)

M =

[
1 −2
−2 1

]
det(λI −M) = (λ− 1)2− 4 = 0 =⇒ λ1 = 3, λ2 = −1, so that M is neither positive nor
negative (semi)definite, thus indefinite.

(3)

M =

[
1 −1

2
−1
2 1

]
det(λI −M) = (λ− 1)2 − 1

4
= 0 =⇒ λ1 =

1

2
, λ2 =

3

2
so that M is positive definite.

Example: f(x, y) = ln 2x(y − 1) + 1 =⇒ fx =
2(y − 1)

2x(y − 1) + 1
, fy =

2x

2x(y − 1) + 1
. Setting

fx = 0, fy = 0, we have x̂ = (0, 1) is a critical point.

H(x̂) =


−4(y − 1)

[2x(y − 1) + 1]2
2

[2x(y − 1) + 1]2

2

[2x(y − 1) + 1]2
−4x2

[2x(y − 1) + 1]2


∣∣∣∣∣∣∣∣
x=x̂

=

[
0 2
2 0

]

Eigenvalues of H(x̂) are found from λ2 − 4 = 0 as {2,−2}. The point x̂ = (0, 1) is a saddle
point of f(x, y).
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4.7.3 Constrained Extrema

Consider the problem of finding the extrema for f(x1, . . . , xn) subject to the constraints
gj(x1, . . . , xn) = 0; j = 1, . . . , k

Example: Determine the closest point on the plane 2x − y + z = 3 to the origin. Here
f(x, y, z) = x2 + y2 + z2, distance to the origin of a point (x, y, z) ad the only constraint
is g(x, y, z) = 2x − y + z − 3 = 0 so that n = 3, k = 1. Such a problem can be solved by
converting it ti and unconstrained problem of finding the extrema for

f∗(x, λ) = f(x)− λ1g1(x)− · · · − λkgk(x)

where λ = (λ1, . . . , λk)

Example: In the example above

f∗(x, y, z, λ) = x2 + y2 + z2 − λ(2x− y + z − 3)

so that

∂f∗

∂x
= 2x− 2λ,

∂f∗

∂y
= 2y + λ

∂f∗

∂z
= 2z − λ, ∂f

∗

∂λ
= 2x− y + z − 3

Setting all these to zero, we get
2 0 0 −2
0 2 0 1
0 0 2 −1
2 −1 1 0



x
y
z
λ

 =


0
0
0
3

 =⇒


x
y
z
λ

 =


1
−1

2
1
2
1


Hence, x̂ = (1,−1/2, 1/2) is a critical point and form the geometry of the problem, must be
the minimizing point on the plane.

Remark: The Hessian matrix sufficient condition does not apply to constrained problems
via Lagrange multiplier solution. A second and more obvious method is the method of elim-
ination, where constraints used to reduce the dimension of the problem to functions of less
number of variables.

Example:Using the constraint 2x− y + z = 3 we have that

y = −3 + 2x+ z

so that F (x, z) = f(x, y, z) = f(x,−3+z+2x, z) = x2 +(3−z−2x)2 +z2. Taking derivatives
of F , we have

∂F

∂x
= 2x− 4(3− 2x− z) = 0

∂F

∂z
= −2(3− 2x− z) + 2z = 0


[
10 4
4 4

] [
x
z

]
=

[
12
6

]

59



which gives (x̂, ẑ) = (1, 1/2) and ŷ = −3 + 2x̂ + ẑ = −1/2. Hence, x̂ = (1,−1/2, 1/2) is a
critical point, which by [

10 4
4 4

]
, det(H) = 24 > 0

is a minimum point.

Remark: Given gj(x1, . . . , xn) = 0, we can solve for the implicitly defined xn = G(x1, . . . , xn−1)

if
∂gj
∂xn

is non-zero at a point (x10, . . . , xn−1,0). The function G is defined in a neighbourhood

of (x10, . . . , xn−1,0).

Remark: In 2D, we can visualize minimize f(x, y) subject to g(x, y) = c as follows: If
(x̂, ŷ) is a solution, then minimum is d2 in the figure, where the level curves and the curve
g(x, y) = c are shown *insert image here*. Thus, at (x̂, ŷ), gradients of f and g are parallel,
i.e., there is λ such that

∇f = λ∇g or fx − λgx = 0, fy − λgy = 0

Method of Lagrange

Minimize f(x, y, z) subject to g(x, y, z) = 0. We have

df = fxdx+ fydy + fzdz = 0

dg = gxdx+ gydy + gzdz = 0

which give
df − λdg = (fx − λgx)dx+ (fy − λgy)dy + (fz − λgz)dz = 0

for all λ. Since dx, dy, dz are not independent increments, we cannot conclude that fx−λgx =
0, etc. However, note that if, e.g., gz 6= 0 at the critical point (x̂, ŷ, ẑ), then leaving

λ =
fz(x̂, ŷ, ẑ)

gz(x̂, ŷ, ẑ)

we obtain (fx−λgx)dx+ (fy −λgy)dy = 0 at (x̂, ŷ, ẑ), where dx and dy are now independent
increments. This gives

fx(x̂, ŷ, ẑ) = λgx(x̂, ŷ, ẑ) and fy(x̂, ŷ, ẑ) = λgy(x̂, ŷ, ẑ)

as well.

Method of Elimination

Suppose gz(x̂, ŷ, ẑ) 6= 0 so that in a neighbourhood of (x̂, ŷ, ẑ), we have z = G(x, y) for a
function G given by the implicit function theorem. Then,

f(x, y,G(x, y)) = F (x, y)
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is a well defined composite function in a neighbourhood of (x̂, ŷ). Since

df =
∂F

∂x
dx+

∂F

∂y
dy = 0 (df = 0 at an extremum)

for independent dx and dy, we can conclude that

Fx(x̂, ŷ) = 0, Fy(x̂, ŷ) = 0

61



Chapter 5

Functions of a Complex Variable

A function w = w(z) of a complex variable z is a rule that assigns a unique value w(z) ∈ C.
Writing w(z) = u+ iv for u, v ∈ R, and z = x+ iy for x, y ∈ R we have

w(z) = u(x, y) + iv(x, y)

the real and imaginary parts of w are functions of two variables x and y.

Example
w = z2, D =First Quadrant= z = x+ iy; k ≥ 0, y ≥ 0. We can not plot w for all z ∈ D
but can have an idea by plotting the image of certain geometric objects under the mapping
w = z2

L1 : y = y0, 0 ≤ x ≤ ∞ =⇒ u = x2 − y2
0, v = 2xy0 =⇒ u =

(
v

2y0

)2

− y2
0

L2 : x = x0, 0 ≤ y ≤ ∞ =⇒ u = x2
0 − y2, v = 2x0y =⇒ u = x2

0 −
(

v

2x0

)2

5.1 Elementary Functions

5.1.1 Exponential Function

Recall that eiy = cos y + i sin y was the Euler’s formula. Exponential function is defined as

ez = ex(cos y + i sin y) = exeiy = ex+iy

Note that its modulus is given by

|ez| = ex
√

cos2 y + sin2 y = ex

and that
ez = ez+i2πk, ∀k ∈ Z

The exponential function of a complex variable is hence a bit different from that of a real
variable, although similar. For example d

dz e
z = ez, as we will later show.
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5.1.2 Trigonometric and Hyperbolic Functions

We can write, by Euler’s formula, cos y = 1
2 [eiy + e−iy] and sin y = 1

2i [e
iy − e−iy]. This

motivates the definitions

cos z =
eiz + e−iz

2
, sin z =

eiz − e−iz

2i

Similarly

cosh z =
ez + ez

2
, sinh z =

ez − ez

2

Observe that
cos(iz) = cosh z, sin(iz) = i sinh z

cosh(iz) = cos z, sinh(iz) = ii sin z

The usual identities for trigonometric and hyperbolic functions also hold:

sin2 z + cos2 z = 1, sin(−z) = − sin z, cos(−z) = cos z

cosh2 z − sinh2 z = 1, cosh(−z) = cosh z, sinh(−z) = − sinh z

Also,
d

dz
sin z = cos z,

d

dz
cos z = − sin z,

d

dz
cosh z = sinh z, etc.

5.1.3 Integrals of Complex Valued Functions

Suppose f(x) ∈ C for x ∈ R. Then we can define�
f(x)dx =

�
<{f(x)}dx+ i

�
={f(x)}dx

which means

<
{�

f(x)dx

}
=

�
<{f(x)}dx, =

{�
f(x)dx

}
=

�
={f(x)}dx

Example

� ∞
0

e−x cos(ax)dx =

� ∞
0
<{e−xeiax}dx

= <
{� ∞

0
e−(1−ia)xdx

}
= <

{
e−(1−ia)x

−(1− ia)

}∣∣∣∣∣
∞

0

= <
{

1

1− ia

}
− 1

1− ia
lim
x→∞

[e−xeiax]

But, limx→∞ |e−xeiax| = lim
x→∞

e−x = 0, provided a ∈ R, so that lim
x→∞

[e−xeiax] = 0 as well.

Therefore, � ∞
0

e−x cos(ax)dx = <
{

1

1− ia

}
=

1

1 + a2
, ∀a ∈ R
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Example
Certain differential equations with sinusoidal forcing functions, like F cos(ωt) or F sin(ωt),
can be solved by finding a particular solution to the forcing function Feiωt

Lï+Ri̇+
1

C
i =

dE(t)

dt
, E(t) = E0 sin(ωt)

=⇒ Lï+Ri̇+
1

C
i = E0ω cos(ωt)

(5.1)

Let us consider Lẍ+ Rẋ+ 1
Cx = E0ωe

iωt instead and note that a (possibly complex valued
solution) x(t) is such that i(t) = <x(t) is a solution to (5.1). Thus a particular solution
xp(t) = Aeiωt can be sought according to the method of undetermined coefficients. Then[

L(iω)2 +R(iω) +
1

C

]
Aeiωt = ωE0e

iωt

is obtained by substitution into Lẍp +Rẋp + 1
Cxp = E0ωe

iωt so that

xp(t) =
ωE0

1
C − Lω2 + iRω

eiωt; ip(t) = <

{
ωE0e

iωt

1
C − Lω2 + iRω

}

Now,

ip(t) = <
{
wE0C[(1− LCω2) cos(ωt) +RCω sin(ωt)]

(1− LCω2)2 + (RCω)2

}
Another expression for this particular solution for (5.1) is

ip(t) = M sin(ωt+ φ); M :=
ωE0c√

(1− LCω2)2 + (RCω)2
, φ := tan−1

(
1− LCω2

RCω

)

5.2 Polar Representation

The polar representation of a complex number z = x + iy is given by z = reiθ, where

r = |z| =
√
x2 + y2 and θ = arg z = tan−1 y

x
. Note that the and θ = arg z is only determined

upto a multiple of 2π since ei(θ+2πk) = eiθ for any integer k. That value of arg z = θ, which
satisfies −π < θ ≤ π is called the principal argument of z and denoted by Arg z. Thus, arg z
and Arg z are related by

arg z = Arg z + 2πk, k ∈ Z

Example

z = 1 + i =
√

2eπ/4 and Arg z =
π

4

All of
π

4
+ 2πk are valid values for arg z.

Remark: In computing θ = tan−1(
y

x
) we also need information about the quadrant in which

(x, y) lies. For instance with z = 1 + i, tan−1 1 =
π

4
+ 2πk, not tan−1 =

5π

4
or

5π

4
+ 2πk,
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because (x, y) = (1, 1) is in the first quadrant.

Convention: The principal argument of a negative real number is taken as π (not −π)!
Also observe that the polar form of z ∈ C exists only if z 6= 0 since of z = 0, the angle is not
defined.

The main advantage of polar form is in multiplication and division of complex number.
Let z1 = r1e

iθ1 , z2 = r2e
iθ2 . Then, with z = reiθ,

z1z2 = r1r2e
i(θ1+θ2),

z1

z2
=
r1

r2
ei(θ1−θ2) (z2 6= 0),

zn = (reiθ)n = rneinθ, ∀n ∈ Z (5.2)

By (5.2), cos(nθ) + i sin(nθ) = [cos θ + i sin θ]n, called deMoivre’s Formula.

5.3 Additional Elementary Functions

5.3.1 Fractional Powers

Given z ∈ C, let us write the polar form in terms of a fixed arg z = θ0 as z = eiθ0 . Then,

z1/n = [rei(θ0+2πk)]1/n = n
√
rei

θ0+2πk
n ,

where k = 0, 1, . . . , n − 1 are values of the integer k that yield distinct points in the plane.
These n numbers are the nth roots of z. Here, the positive nth root of the real number r, n

√
r

is the modulus of z1/n and the n values
θ0 + 2πk

n
, k = 0, 1, . . . , n−1 are equally spaced angles

of all nth roots of z.

Example

(−8)1/3 =? Let z = −8 = 8eiπ with θ0 = π = Arg−8. Then

(−8)1/3 = 3
√
−8ei

(2k+1)π
3 ; k = 0, 1, 2,

so that the three 3rd roots of −8 are

{2eiπ/3,−2, 2ei5π/3} = {1 + i
√

3,−2, 1− i
√

3}

5.3.2 Logarithmic Function

We will denote the real logarithmic function by ”ln” and the complex logarithmic function
by ”log”. The latter is defined

log z := log(reiθ) = ln(θ) + iθ (5.3)

which will be as if ”blindly” applied the rules for the real logarithmic function. Here, θ = arg z
so that

log z = ln r + i(θ0 + 2πk); k ∈ Z,
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where θ0 is any fixed value for arg z, e.g., Arg z = θ0

Example

log(1 + i) = log(
√

2ei(
π
4

+2πk)) = ln
√

2 + i(
π

4
+ 2πk)

Using the definition (5.3), we can also define, with z = reiθ,

zc = ec log z = ec[ln r+iθ], ∀c ∈ C

Example

1i = ei log 1 = ei(ln 1+i2πk) = e−2πk for k ∈ Z

If we let k = −20, then 1i = e40π, a very large number!

Remark: elog z = eln r+iθ = eln reiθ = reiθ = z whereas, log ez = ln |ez|+ i arg ez

= ln ex + i(y + 2πk) = x+ iy + i2πk = z + 2πk for k ∈ Z

5.4 Branch Cut

Functions z1/n (n > 1), zc (c ∈ C), log z are all multiple valued, not functions in the usual
sense! The reason for multiple values is the non-uniqueness of ”arg z”. For instance different
logarithmic functions are obtained by

log(a)(z) := ln |z|+ iθ, −π < θ ≤ π
log(b)(z) := ln |z|+ iθ, π < θ ≤ 3π

In obtaining these two functions, we specified ”branch-cuts” at α = −π and α = π, respec-
tively. If we consider n point like ”-2” and log(−2), then

log(a)(−2) := ln(2) + iπ, log(b)(−2) := ln(2) + i3π

Moreover, the point A and B in the above figure will have values

log(a)(A) := ln(2) + i(π − ε), log(b)(B) := ln(2) + i(3π − ε)

log(a)(A) := ln(2) + i(−π + ε), log(b)(B) := ln(2) + i(π + ε)

for a small positive angle ε. Similarly, a logarithmic function of branch cut of α would be

log z = ln |z|+ i arg z, α < arg z ≤ α+ 2π

so that argC ∼= α + 2π and argD ∼= α for points C and D in the figure. Going from C
to D and passing the branch cut, the argument jumps by an angle of 2π. Thus, the log z,
thus defined as a single valued function, is continuous everywhere except along the branch cut.

A suitable branch cut for the function log(z − a), on the other hand, will be as shown
in the figure. We have with ζ = z − a

log(z − a) = log ζ = ln ρ+ iφ; ζ = z − a = ρeiφ
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5.4.1 Inverse Functions

A function w(z) = sin−1 z must satisfy sinw = z so that

z =
eiω − e−iω

2i
=⇒ eiω − e−iω − 2iz = 0 =⇒ (eiω)2 − 2izeiω − 1 = 0

which solving for eiω, gives eiω = iz +
√

1− z2, where
√
· is the ”complex square-root” and

has two values. Now applying ”log” to both sides, we get

iω = log[iz +
√

1− z2] =⇒ ω = −i log[iz +
√

1− z2]

which can be considered to be a ”multiple valued inverse function of sin z”.

Example

sin−1(2i) =?

sin−1(2i) = −i log[i(2i) +
√

1− (2i)2]

= −i log(−2 +
√

5)

= −i log(−2±
√

5)

=

{
−i[ln(

√
5− 2) + i2πk], k ∈ Z

−i[ln(
√

5 + 2) + iπ(2l + 1)], l ∈ Z

=

{
i2πk − i ln(

√
5− 2), k ∈ Z

iπ(2l + 1)− i ln(
√

5 + 2), l ∈ Z

Noting that
√

5− 2 = (
√

5 + 2)−1, we can combine to get

sin−1 = nπ + i(−1)n ln(
√

5 + 2), n ∈ Z

Other inverse functions, cos−1 z, sinh−1 z, tan−1 z, etc. can be obtained similarly.

5.5 Limits, Continuity, Derivatives

Let f : D → C with D ⊆ C and let z0 ∈ D. We write lim
z→z0

f(z) = L if for every ε > 0, there

is f > 0 such that
0 < |z − z0| < δ =⇒ |f(z)− L| < ε

i.e., if z is δ-close to z0, then f(z) is ε-close to L. This definition is equivalent to that we
used for functions of two variables since |z − z0| < f defines a N(z0, δ) (neighbourhood of
radius δ about z0 in xy-plane with z = x + iy). If we write f(z) = u(x, y) + iv(x, y), then
lim
z→z0

f(z) = L if and only if

lim
(x,y)→(x0,y0)

u(x, y) = <L and lim
(x,y)→(x0,y0)

v(x, y) = =L

where z0 = x0 + iy0. This last fact allows us to derive that usual properties of limit holds for
the limit of functions of a complex variable. Continuity is obtained if, in addition, L = f(z0),
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i.e., if lim
z→z0

f(z) = f(z0), in which case we say f is continuous at z0. The derivative of f at

z0 is defined by

f ′(z0) = lim
z→z0

f(z)− f(z0)

z − z0

whenever the limit exists. Equivalently, if we replace z − z0 by ∆z

f ′(z0) = lim
∆z→0

f(z0 + ∆z)− f(z)

∆z

for every ∆z small enough so that f(∆z) is defined, i.e., ∆z ∈ D

Example: f(z) = z̄ is such that

f(z + ∆z)− f(z)

∆z
=
z + ∆z − z̄

∆z
=

∆z

∆z
=

∆x− i∆y
∆x+ i∆y

Now, if ∆y = 0, then the limit is clearly 1 and if ∆x = 0, then, -1, as ∆x→ 0 and ∆y → 0.
The value of the limit depends on the ”direction of approach” to z. The derivative, hence,
does not exist and we say f(z) = z̄ is nowhere differentiable.

Example: f(z) = zn, n ≥ 1 is and integer

f ′(z) = lim
∆z→0

(z + ∆z)n − zn

∆z

= lim
∆z→0

∑n
k=0

(
n
k

)
zk(∆z)n−k − zn

∆z

= lim
∆z→0

n∑
k=0

(
n

k

)
zk(∆z)n−k−1

=

(
n

n− 1

)
zn−1

= nzn−1

Therefore, zn is everywhere differentiable with
d

dz
zn = nzn−1.

5.5.1 Cauchy Riemann Equations

Letting ∆z approach 0 first from a horizontal direction and second, from vertical, in xy-plane,
we obtain a necessary condition for the existence of f ′(z) for any f(z): Let ∆z = ∆x+ i∆y,
z = x+ iy, z0 = x0 + iy0, and f(z) = u(x, y) + iv(x, y). Then

f ′(z0) = lim
∆z→0

=
f(∆z + z0)− f(z0)

∆z

= lim
∆x→0,∆y→0

u(x0 + ∆x, y + ∆y)− u(x0, y0) + i[v(x0 + ∆x, y + ∆y)− v(x0, y0)]

∆x+ i∆y
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Letting first ∆y = 0, we have

f ′(z0) = lim
∆x→0

u(x0 + ∆x, y0)− u(x0, y0) + i[v(x0 + ∆x, y0)− v(x0, y0)]

∆x

=
∂u

∂x

∣∣∣∣
(x0,y0)

+ i
∂v

∂x

∣∣∣∣
(x0,y0)

= ux(x0, y0) + ivx(x0, y0)

(5.4)

Letting ∆x = 0, we have

f ′(z0) =
∂v

∂y

∣∣∣∣
(x0,y0)

− i ∂u
∂y

∣∣∣∣
(x0,y0)

= vy(x0, y0)− iuy(x0, y0)

(5.5)

By equating the real and imaginary parts in (5.4) and (5.5) we get the necessary conditions
for f ′(z0) to exist:

ux(x0, y0) = vy(x0, y0), uy(x0, y0) = −vx(x0, y0) (5.6)

These are the Cauchy-Riemann equations.

Theorem:, Let f(z) = u(x, y) + iv(x, y) be defined in a neighbourhood of z0 = x0 + iy0. For
f ′(z0) to exist

(i) It is necessary that (5.6) holds.

(ii) It is sufficient that (5.6) holds and u, v are C1 functions in some neighbourhood of
(x0, y0)

(iii) If f ′(z0) exists, then it can be computed by any one of

f ′ = ux + ivx = vy − iuy = ux − iuy = vy + ivx

Example: f(z) = |z|2 = zz̄ = x2 + y2 =⇒ u = x2 + y2, v = 0

ux = 2x, uy = 2y, vx = 0, vy = 0

Thus ux = vx and uy = −vx gives (x, y) = (0, 0). Hence f ′(z) exists only when z = 0 by (5.6)
and it does exists with value f ′(0) = 0 by (ii) and (iii) of the theorem

Definition: f(z) is analytic at z0 if it is differentiable at all points in a neighbourhood
of z0. If not, then it is singular at z0. f(z) is analytic in a domain D if it is analytic at every
point of the domain.

Example:

(1) f(z) = |z|2 is nowhere analytic (although it is differentiable at z = 0).

(2) f(z) =
1

z
is analytic everywhere except at z = 0, which is a singular point of f(z).
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(3) f(z) = z̄ is nowhere differentiable so that nowhere analytic.

(4) f(z) = zn(n ≥ 0) is analytic everywhere, such function are called entire.

(5) f(z) = ez = ex(cos(y) + i sin(y)) =⇒ u = ex cos(y), v = ex sin(y)

ux = ex cos(y), vy = ex cos(y), uy = −ex sin(y), vx = ex sin(y)

Cauchy-Riemann equations hold everywhere. The value of f ′(z) is f ′(z) = ux + ivx =
ex cos(y) + iex sin(y)

(6) f(z) = sin(z) = sin(x) cosh(y) + i cos(x) sinh(y)

ux = cos(x) cosh(y), vy = cos(x) cosh(y), uy = sin(x) sinh(y), vx = − sin(x) sinh(y)

so that again, Cauchy-Riemann equations hold everywhere. Since u, v are C1 functions
everywhere, we also have

f ′(z) = ux + ivx = cos(x) cosh(y) +−i sin(x) sinh(y)

(7) f(z) = esin(z) =⇒ f(z) = eg(z); g(z) = sin(z) By Chain Rule

df

dz
=
deg

g

dg

dz
= eg cos(z) = esin(z) cos(z)

Since both eg and g are entire functions, so is their composition.

5.5.2 Cauchy-Riemann Equations in Polar Coordinates

Let z = reiθ so that
f(z) = u(r, θ) + iv(r, θ)

for functions u, v of independent variables r, θ. Then[
ur
uθ

]
=

[
cos(θ) sin(θ)
−r sin(θ) r cos(θ)

] [
ux
uy

]
,

[
vr
vθ

]
=

[
cos(θ) sin(θ)
−r sin(θ) r cos(θ)

] [
vx
vy

]
which follow by ur = uxxr + uyyr, uθ = uxxθ + uyyθ and by x = r cos(θ), y = r sin(θ).
Similarly for v. It follows that by (5.6),

ur = cos(θ)ux + sin(θ)uy = cos(θ)vy − sin(θ)vx =
1

r
vθ

vr = cos(θ)vx + sin(θ)vy = − cos(θ)uy + sin(θ)ux = −1

r
uθ

Moreover,
f ′(z) = ux + ivx = e−iθ(ur + ivr)

which can be verified by substituting ur and using (5.6) again.
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Example: f(z) = log(z) = ln(r) + iθ, 0 < r < ∞, −π < θ < π. is a differentiable
function everywhere in its domain since u(r, θ) = ln(r), v(r, θ) = θ, then

ur =
1

r
, vθ = 1, uθ = 0, vr = 0

so that

ur =
1

r
vθ andvr = −1

r
uθ = 0

Thus, Cauchy-Riemann equations hold with u, v ∈ C1. It follows that f is everywhere
differentiable for the domain r 6= 0 and θ ∈ (−π, π). The derivative is given by

d

dz
log(z) = e−iθ(ur + ivr) = e−iθ

1

r
=

1

z

Analytic functions have a remarkable property:

Fact: If f is analytic in a domain, then f (k) exists for all order k ≥ 1. Moreover, if
f = u(x, y) + iv(x, y), then partial derivatives of f and they are continuous there

Consider f(z) = u+ iv and suppose it is analytic in D. Then, by Cauchy-Riemann equations
ux = vy, uy = −vx ∀(x, y) ∈ D, which implies, by the fact above, that

uxx = vyx, uyy = −vxy =⇒ uxx + uyy = 0,

vyy = uxy, vxx = −uyx =⇒ vxx + vyy = 0, ∀(x, y) ∈ D

Thus, Laplace’s equations ∇2u = uxx + uyy = 0 and ∇2v = vxx + vyy = 0 hold for functions
u and v over D.

Note: The Laplace’s equations in polar coordinates is

uθθ + r2urr + rur = 0, for u(r, θ)

A function h(x, y) is called harmonic in a domain D in xy-plane, if it is C2 in D and satisfies
∇2h = 0 for every (x, y) ∈ D. Clearly, if f = u + iv is analytic over D, then u and v are
harmonic functions over D.

Definition: A 2D function v is a harmonic conjugate in D of u if they are both harmonic in
D and the Cauchy-Riemann equations ux = vy, uy = −vx hold over D.

Fact: If u(x, y) is harmonic in the rectangle R = {(x, y) : x1 ≤ x ≤ x2, y1 ≤ y ≤ y2},
then there exists a harmonic conjugate v of u in D = {(x, y) : x1 ≤ x ≤ x2, y1 ≤ y ≤ y2 }
such that f = u+ iv is analytic in D.

Example: u = 3xy2 − x3 is clearly C2 and satisfies

ux = 3y2 − 3x2, uy = 6xy, uxx = −6x, uyy = 6x,∇2u = 0
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Hence, it is harmonic in the whole plane. We construct a harmonic conjugate v: By Cauchy-
Riemann equations ux = vy = 3y2 − 3x2 so that v = y3 − 3x2y + A(x) for some A(x).
Also,

vx = −6xy +A′(x) = −uy = −6xy =⇒ A′(x) = 0 =⇒ A(x) = c

for some c ∈ C. Hence, v(x, y) = y3 − 3x2y + c for any c ∈ C is a harmonic conjugate of u.
Note that

f(z) = u+ iv = −z3 + ic

is analytic in the whole plane, i.e., entire.

5.5.3 Complex Integral Calculus

A curve C in xy-plane is simple if it does not intersect itself. If only the end points of C
is an intersection, then C is called a simple closed curve. It is called smooth if the tangent
vector is well defined at every point of C and it varies continuously along C. A curve C is
called piecewise smooth if it can be partitioned into a finite number of smooth segments. A
contour is a curve, which is piecewise smooth and simple. Given a contour C with initial
point A = z0 and final point B = zn, let us partition C into n smooth segments by choosing
n− 1 points in addition

A = z0, z1, . . . , zn−1, zn = B

Let Qk be points on the segment from zk−1 to zk for k = 1, . . . , n and let

∆zk = zk − zk−1, k = 1, . . . , n

which is a vector of length |∆zk|. Also let |∆z| = max
k
|∆zk|. The contour integral of f(z)

along C is defined as

�
C
f(z)dz = lim

n→∞, |∆z|→0

n∑
k−1

f(Qk)∆zk = lim
n→∞, |∆z|→0

Jn (5.7)

whenever the limit exists.

Example: Let us compute the contour integral of f(z) = z along an arbitrary contour
C using his definition. We will calculate the limit in (5.7) by first choosing Qk = zk−1 and
second by choosing Qk = zk

J1
n =

n∑
k=1

f(Qk)∆zk =

n∑
k=1

f(zk−1)∆zk =

n∑
k=1

zk−1∆zk

J2
n =

n∑
k=1

f(Qk)∆zk =

n∑
k=1

f(zk)∆zk =

n∑
k=1

zk∆zk

so that

J1
n + J2

n = z2
n − z2

0 = B2 −A2
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Hence,

lim
|∆z|→0, n→∞

(J1
n + J2

n) = B2 −A2 = 2

�
C
f(z)dz

or �
C
zdz =

1

2
(B2 −A2) =

1

2
(z2
n − z2

0)

The following properties follow the definition easily

�
C

[αf(z) + βg(z)]dz = α

�
C
f(z)dz + β

�
C
g(z)dz

�
C
f(z)dz =

�
C1

f(z)dz +

�
C2

f(z)dz

�
−C

f(z)dz = −
�
C
f(z)dz

where α, β ∈ C, C1 + C2 = C (i.e., C1 and C2 joined is the contour C), and −C is the
contour C with direction reversed. It is also easy to see from the definition that if one writes
f(z) = u(x, y) + iv(x, y), dz = dz + idy, then

�
C
f(z)dz =

�
C

(u+ iv)(dx+ idy)

=

�
C

(udx− vdy) + i

�
C

(udy + vdx)

where the real and imaginary parts are ”line integrals” in the xy-plane.

Example: Let us evaluate
�
C z

2dz with C as shown *insert image here*. We can parametrize
C by y = t, x = 4t2, t changes from 2 to -2. Then, since (x+ iy)2 = x2 − y2 + i2xy, we have
u = x2 − y2, v = 2xy and

�
C
z2dz =

�
C

[(x2 − y2)dx− 2xydy] + i

�
C

[2xydx+ (x2 − y2)dy]

=

� −2

2
[[(4− t2)2 − t2](−2tdt)− 2t(4− t2)dt] + i

� −2

2
[2t(4− t2)(−2t)dt+ [(4− t2)2 − t2]dt

=

� −2

2
��

���
���

���
��:0

[(4− t2)2 + 4− 2t2](−2t)︸ ︷︷ ︸
odd

dt+ i

� −2

2
[(4− t2)(4− 5t2)− t2]︸ ︷︷ ︸

even

dt

= 2i

� 0

2
[5t4 − 25t2 + 16]dt

= 2i [t5 − 25

3
t3 + 16t]

∣∣∣∣0
2

= i
16

3

Example: Let f(z) = (z − a)n, n ∈ Z, with C circular as shown *insert image here*. A
parametrization of C is

C : z = a+Reiφ, 0 ≤ φ < 2π
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Thus, dz = Rieiφdφ and
�
C

(z − a)ndz =

� 2π

0
Rneinφ(iReiφ)dφ

=

� 2π

0
iRn+1ei(n+1)φdφ

=

{
Rn+1

n+1 e
i(n+1)φ |2π0 , n 6= −1

i2π , n = −1

=

{
0 , n 6= −1
i2π , n = −1

Note that
�
C zdz = 0 for any closed contour, whereas

�
C

1
zdz = 2πi. Similarly,

�
C

(z − a)ndz = 0 ∀n 6= −1

where as
�
C

1
z−a = 2πi

5.5.4 A Bound on The Contour Integral

Jn =
∑n

k=1 f(Qk)∆zk so that

|Jn| = |
n∑
k=1

f(Qk)∆zk| ≤
n∑
k=1

|f(Qk)||∆zk|

and if there is m > 0 such that |f(z)| ≤ m, ∀z ∈ C, then |Jn| ≤ m
n∑
k=1

|∆zk|. As n→∞ and

|∆z| → 0, we have

lim
n→∞, |∆z|→0

n∑
k=1

|∆zk| = length of C = L

Therefore ∣∣∣∣�
C
f(z)dz

∣∣∣∣ ≤M · L (5.8)

where M is an upper bound for f(z), z ∈ C and L is the length of the contour C.

Example:

I =

�
C

sin(z)

z(z2 + 9)
dz

where C is the positively oriented contour |z| = 5 (circle of radius 5 centered at origin). We
have

| sin(z)| = | sin(x) cosh(y) + i cos(x) sinh(y)|
= [sin2(x) cosh2(y) + cos2(x) sinh2(y)]1/2

= [sin2(x) + sinh2(y)]1/2

≤ [1 + sinh2 y]1/2 = cosh(y) ≤ cosh(5)
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and, for |z| = 5 on C, two vectors shown have minimum length 2, so

|z2 + 9| = |z − 3i||z + 3i| ≥ 4

It follow that
| sin(z)|
|z||z2 + 9|

≤ cosh(5)

20

Also, L = 2π5 = 10π, so that |I| ≤ π
2 cosh(5)If C is a closed contour, then we will denote the

integral along C of a function f(z) by

�
C
f(z)dz

Theorem: (Cauchy-Goursat) If f(z) is analytic on and inside a closed contour C, then

�
C
f(z)dz = 0

Cauchy-Goursat Theorem can be proved using the Cauchy-Euler equations on f = u + iv
and Stoke’s Theorem.

Corollary 1: If f is analytic in a simply connected domain D (no holes), then
�
C f(z)dz = 0

for every simple closed contour C lying entirely in D.

Corollary 2: If f is analytic in a simply connected domain D, then
�
C f(z)dz is independent

of path in D, i.e., the value of the contour integral depends only end points of C.

To see why Corollary 2 is true, consider any two C1, C2 with same end point. Then,
C = C2 − C1 is a (positively oriented) simple closed contour so that

�
C
f(z)dz =

�
C2−C1

f(z)dz =

�
C2

f(z)dz −
�
C1

f(z)dz

by Cauchy-Goursat Theorem, which gives path independence.

Corollary 3: Consider two simple closed contours C1 and C2, both positively oriented, such
that C1 can be obtained from C2 by a ”continuous deformation”. Then,

�
C1

f(z)dz =

�
C2

f(z)dz

for any f which is analytic in a domain D that contains C1 and C2 both. To see why, consider
that C = C3+C2−C3−C1 is a positively oriented simple closed contour so that

�
C f(z)dz = 0

Example: By Corollary 3 and the example on page 74, we have that

�
C

(z − a)ndz =

{
lr2πi , n = −1

0 , n 6= −1

75



not only for a circle but for any contour C that encloses the point a in the positive direction.

Example:

I =

�
C

dz

z2(z − 2)(z − 4)

We have that, by partial fraction expansion

I =

�
C

[
3

32

1

z
+

1

8

1

z2
− 1

8

1

z − 2
+

1

32

1

z − 4

]
=

3

32

�
C

1

z
dz +

1

8

�
C

1

z2
− 1

8

�
C

1

z − 2
+

1

32

�
C

1

z − 4
dz

=
3

32
(2πi) +

1

8
(0)− 1

x
(2πi) +

1

32
(0) = −i π

16

where the first three terms are by the example above and the last by Cauchy-Goursat Theo-
rem.

5.5.5 Fundamental Theorem of Complex Calculus

Let f be analytic in a simply connected domain D and let z0 be any point inside D. Then

i)

G(z) =

� z

z0

f(ζ)dζ

is analytic in D and, for every z ∈ D, G′(z) = f(z), where the integral from z0 to z is a
contour integral that starts at z0 and ends at z along any simple contour C lying in D.

ii) If F (z) is any anti-derivative of f(z), then
� z

z0

f(ζ)dζ = F (z)− F (z0) (5.9)

Proof: The contour integral along C from z0 to z is independent of path by Corollary 2.
Let ∆z be such that z + ∆z ∈ D and note that

G(z + ∆z)−G(z)

∆z
=

1

∆z

[� z+∆z

z0

f(ζ)dζ −
� z

z0

f(ζ)dζ

]
=

1

∆z

� z+∆z

z
f(ζ)dζ

=
1

∆z

� z+∆z

z
f(z)dζ +

1

∆z

� z+∆z

z
[f(ζ)− f(z)]dζ

= f(z) +
1

∆z

� z+∆z

z
[f(ζ)− f(z)]dζ

By continuity of f at z, given any ε > 0, there exists f > 0 such that |∆z| < δ implies
|f(z)− f(ζ)| < ε. Then we have that∣∣∣∣G(z + ∆z)−G(z)

∆z
− f(z)

∣∣∣∣ < 1

|∆z|
ε|∆z| for all |∆z| < δ
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This proves (i). To see (ii), note by (i) that G(z) is an anti-derivative of f(z). If F (z) is
any other anti-derivative, then G′(z)−F ′(z) = 0 so that G(z) = F (z) +C for a constant
C. Now, G(z0) = F (z0) + V = 0 so that C = −F (z0), i.e., G(z) = F (z)− F (z0) so that
(5.9) holds.

Example:

� 3

2i
sin(z)dz = − cos(z)|32i = − cos(3) + cos(2i) = cosh(2)− cos(3)

by the fact that sin(z) is entire (analytic in an open set includes the points 3 and 2i) and its
anti-derivative is − cos(z)

Example: � −i
1+i

1

z
dz

This problem is not well defined since 1
z is not analytic at the origin. The value of the integral

differs if the path is C1 or C2.In fact,

�
C1−C2

1

z
dz = 2πi =⇒

�
C1

1

z
dz 6=

�
C2

1

z
dz

In order to evaluate these two integrals using the Fundamental Theorem, we need to choose
different anti-derivatives of 1

z . For C2, a suitable anti-derivative is log(z)(0 < r < ∞, −π <
θ < π). For C1, it may be log(z)(0 < r <∞, 0 < θ < 2π)

�
C1

1

z
dz = log(z) |−i1+i

= i
3π

2
− (ln(

√
2) + i

π

4
)

= − ln(
√

2) + i
5π

4�
C2

1

z
dz = log(z) |−i1+i

= −iπ
2
− (ln(

√
2) + i

π

4
)

= − ln(
√

2)− i3π
4

5.5.6 Cauchy Integral Formula

Let F (z) be analytic in a simply connected domain D and let C be a simple (piecewise
smooth) closed contour in D with positive orientation. If a point a is enclosed by C, then

�
C

f(z)

z − a
dz = i2πf(a) (5.10)
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Proof: By deformation corollary (Corollary 3), for the circle C ′ with center at a shown above
*insert image here*, we have

�
C

f(z)

z − a
dz =

�
C′

f(a)

z − a
dz +

�
C′

f(z)− f(a)

z − a
dz

= 2πif(a) +

�
C′

f(z)− f(a)

z − a
dz︸ ︷︷ ︸

I

By continuity of f at a, give ε > 0, there is f > 0 such that |z−a| < δ implies |f(z)−f(a)| < ε.
Let ρ be less than δ so that for all |z − a| = ρ, we have |f(z)− f(a)| < ε. This gives that

|I| =
∣∣∣∣�
C′

f(z)− f(a)

z − a
dz

∣∣∣∣ < ε

ρ
2πρ = 2πε

implying, for any ε > 0, that, ∣∣∣∣�
C

f(z)

z − a
dz − 2πif(a)

∣∣∣∣ < 2πε

and hence (5.10) follows.

Example:

I =

�
C
f(z)dz, f(z) =

ez

(z − 2)(z + 4)

Since g(z) =
ez

z + 4
is analytic on and inside C : (|z| < 3), we can write I = 2πig(2) = i

πe2

3
by Cauchy Integral Formula (5.9).

Generalized Cauchy Integral Formula:

(5.10) generalizes to

�
C

f(z)

(z − a)n+1
dz =

2πi

n!
f (n)(a) : n = 0, 1, 2, . . . (5.11)

Example: Let C be the positively oriented unit circle and note by (5.10) (with n = 2,
f(z) = ez, a = 0) that

�
C

ez

z3
dz =

2πi

2!

d2

dz2
ez
∣∣∣∣
z=0

=
2πi

2
e0 = πi

Formula (5.11) shows that if f is analytic inside and on the contour C, then the derivatives
of every order of f exists at each point a inside C

Remark: (5.11) can be remembered easily as it is obtained by taking derivatives of (5.9)
with respect to a on both sides.
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5.6 Complex Series

Consider
∞∑
n=1

cn = c1 + c2 + c3 + . . . ; cn ∈ C

which is said to converge to a number S if ∀ε > 0, ∃ and integer N such that the partial sums

Sn = c1 + · · ·+ cn

satisfy |Sn − S| < ε ∀n > N . Otherwise, it diverges.

Cauchy Convergence:

An infinite series
∞∑
n=1

cnconverges if the partial sums Sn is a ”Cauchy Sequence”, i.e, if ∀ε > 0,

there is N(ε) such that |Sm − Sn| < ε ∀m,n > N(ε)

Comparison Test:

If |cn| ≤ mn for all n greater than some integer N0 and if
∞∑

n=N0

mn converges, then
∞∑
n=1

cn also

converges

Ratio Test:

If lim
n→∞

∣∣∣∣cn+1

cn

∣∣∣∣ = L, then
∞∑
n=1

cn converges if L < 1, diverges if L > 1, and the test of L is

inconclusive if L = 1

A Necessary Condition:

1 If
∞∑
n=1

cn converges, then lim
n→∞

cn = 0

Example:

(1)

∞∑
n=0

(1 + i)n

n!
converges since

∣∣∣∣(1 + i)n

n!

∣∣∣∣ =

√
2
n

n!
<

√
2
n

2n
for n ≥ 4 = N0 and since

∞∑
n=0

(√
2

2

)n
converges.

(2)

∞∑
n=2

e−(2+3i)n converges by the ratio test since

lim
n→∞

(
cn+1

cn

)
= lim

n→∞
|e−(2+3i)| = e−2 = L < 1

1The necessary condition follows by Cauchy Convergence by setting m = n− 1
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(3)

∞∑
n=0

(
1 + n

2 + n

)3

diverges since the necessary condition fails, i.e., since

lim
n→∞

(
1 + n

2 + n

)
= 1 6= 0

5.6.1 Power Series
∞∑
n=0

an(z − a)n; a ∈ C, an ∈ C, n = 0, 1, 2, . . .

and z takes the complex plane as well.

Convergence Test for Power Series

If lim
n→∞

∣∣∣∣an+1

an

∣∣∣∣ = L, then the power series converges in the disk |z − a| < 1

L
, diverges in

|z − a| > 1

L
. If L = ∞, then the power series only converges at z = a and if L = 0, then it

converges in the whole complex plane, i.e., ∀|z − a| <∞.

Proof: Let

pn =

∣∣∣∣an+1(z − a)n+1

an(z − a)n

∣∣∣∣ =

∣∣∣∣an+1

an

∣∣∣∣ |z − a|
Then, by the ratio test applied to cn = an(z − a)n, we have that

|z − a| < 1

L
=⇒ lim

n→∞
pn < 1 =⇒ convergent

|z − a| > 1

L
=⇒ lim

n→∞
pn > 1 =⇒ divergnet

Example:

∞∑
n=0

zn converges if and only if |z| < 1 since L = 1 in the above test and by the

fact that when |z| = 1, lim
n→∞

|zn| 6= 0 and the necessary condition for convergence fails.

Fact: If a power series is convergent at a point z0 ∈ C, then it convergence ∀z in the
open disk |z − a| < |z0 − a|

Proof: By convergence at z0, we have lim
n→∞

an(z0 − a)n = 0, by the necessary condition

for convergence. Hence, there is K > 0 such that ∀n, it holds that

|an(z0 − a)n| < K, or, |an| <
K

|z0 − a|n

This implies

|an(z − a)n| < K

∣∣∣∣ z − az0 − a

∣∣∣∣n
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for z such that

∣∣∣∣ z − az0 − a

∣∣∣∣n < 1,

∞∑
n=0

∣∣∣∣ z − az0 − a

∣∣∣∣n is convergent. By comparison test,

∞∑
n=0

an(z−a)n

is also convergent in the disk |z− a| < |z0− a|. By this fact, there are only three possibilities
for the convergence of a power series:

1) The power series converges only at z = a. (trivial case)

2) It converges everywhere, i.e., for all z such that |z − a| <∞.

3) There is R > 0 such that it converges in the disk |z − a| < R and diverges in
|z − a| > R. Such an R > 0 is called the radius of convergence of the power series.
In 1 and 2, we may say R = 0 and R =∞, respectively.

5.6.2 Taylor Series

If f is analytic at a ∈ C, then, by definition of analyticity, there is a disk |z−a| < ρ in which
f ′(z) exists everywhere. By generalized Cauchy Integral Formula, derivatives of all order f
also exist in this disk.

Theorem:2(Taylor Series) Let f be analytic in a domain D with a ∈ D. Let R be such
that the disk |z − a| < R lies in D. Then, for all z in the disk, we have

f(z) =

∞∑
n=0

f (n)(a)

n!
(z − a)n (5.12)

i.e, the power series on the right converges to the value at z of f . This representation of f(z)
is unique. Note by the explanation before the statement of the Theorem that if f is analytic
at a point a, then a Taylor Series Expansion (5.12) exists in a disk |z − a| < ρ (although ρ
may be small number). The uniqueness statement implies, that if we obtain a power series

for f(z), i.e., find an such that f(z) =

∞∑
n=0

an(z − a)n, then an =
f (n)(a)

n!
∀n ≥ 0, necessarily.

Example

(1)

1

1− z
= 1 + z + z2 + · · ·+ zk + · · · =

∞∑
k=0

zk

converges for |z| < 1, i.e., in the disk of radius one centred at the origin. Hence, this
power series about a = 0 is also the Taylor Series of (1− z)−1 by uniqueness, i.e.,

1

n!

dn

dzn

(
1

1− z

)∣∣∣∣
z=0

= 1, ∀n ≥ 0

(2)

1

1 + z2
= 1− z2 + z4 − z6 + · · · =

∞∑
n=0

(−1)nz2n

2Proof of the Taylor Series result is done using generalized Cauchy Integral Formula(See p. 1215 in Section
24.2 of the textbook)
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converges if and only if |z| < 1 as well since | − z2| < 1 if and only if |z| < 1. This is the
Taylor Series about a = 0.

(3)

f(z) =
ez

cos(z)

Its Taylor Series about a = 0 can be determined from

1 + z +
z2

2!
+
z3

3!
+ · · · = (a0 + a1z + a2z

2 + . . . )(1− z2

2!
+
z4

4!
− . . . )

which gives a0 = 1, a1 = 1, a2 = 1, a3 = 2
3 , etc. Since f(z) is analytic in |z| < π/2, the

series converges for |z| < π/2, and only for such z. That is, the radius of convergence of
f(z) is π/2.

The past example uses the multiplication property of power series. If α, β ∈ C, then

α
∞∑
n=0

an(z − a)n + β
∞∑
n=0

bn(z − a)n =
∞∑
n=0

(αan + βbn)(z − a)n

( ∞∑
n=0

an(z − a)n

)( ∞∑
n=0

bn(z − a)n

)
=
∞∑
n=0

 n∑
j=0

ajbn−j

 (z − a)n

f(z) =

∞∑
n=0

an(z − a)n =⇒ f ′(z) =

∞∑
n=0

nan(z − a)n−1

where f ′(z) and f(z) have the same radius of convergence

Example

(1)

ez

1− z
=

( ∞∑
n=0

zn

)( ∞∑
n=0

zn

n!

)
=

∞∑
n=0

(
n∑
k=0

1

k!

)
zn

(2)

d

dz
ez =

d

dz

∞∑
n=0

zn

n!

=
∞∑
n=1

( n
n!

)
zn−1

=

∞∑
n=1

1

(n− 1)!
zn−1
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5.6.3 Laurent Series

A function like
sin(z)

z2
has no Taylor Series Expansion about a = 0 since it is not analytic at

z = 0. However, it can still be expanded in power of z:

sin(z)

z2
=

1

z
− 1

3!
z +

1

5!
z3 − 1

7!
z5 + . . .

which differ from a power series by the existence of negative powers of z (1
z above). Such a

series is called a Laurent Series.

Theorem: Let D be a closed region between and including two concentric circles Ci and
C0, centred at a. If f(z) is analytic in the interior of D, then it has the Laurent Series
Expansion

f(z) =

∞∑
n=−∞

cn(z − a)n (5.13)

valid inside D, where cn (n ∈ Z) are uniquely given by

cn =
1

2πi

�
C

f(ζ)

(ζ − a)n+1
dζ

for any positively oriented, simple closed contour C lying inside D and enclosing a.

Remark: If f(z) is also analytic on and inside Ci, then for n ≥ 0, the generalized Cauchy

Integral Formula (5.10) gives cn =
f (n)(a)

n!
and for n < 0, Cauchy-Goursat Theorem gives

cn = 0. This reduces (5.13) to a Taylor Series (5.12).

Example: Let f(z) =
1

z + i
and consider a = 0. Consider the regions D1 and D2, in

both of which f(z) has a Taylor Series about a = 0 valid in D1 given by

D1(|z| < 1) :
1

z + i
=

1

i

1

1− iz
= −i

∞∑
n=0

(iz)n

In D2, we are in the situation of the Laurent Series Theorem, where Ci : unit circle and C0 :
circle of radius ∞. Hence

D2(|z| > 1) :
1

z + i
=

1

z

(
1

1 + i
z

)
=

1

z

∞∑
n=0

(
− i
z

)n
is the Laurent series about a = 0 valid in |z| > 1, i.e., D2. Suppose now that a = 2.
Then, there are again two regions inside which f(z) is analytic: D3 : (|z − 2| <

√
5) and

D4 : (|z − 2| >
√

5). In both regions, we are again in the framework of Taylor and Laurent
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Series Theorem.

D3 :
1

z + 1
=

1

z − 2 + 2 + i

=
1

2 + i

1

1 + z−2
2+1

=
1

2 + i

∞∑
n=0

(
−z − 2

2 + i

)n
=

∞∑
n=0

(−1)n

(2 + i)n+1
(z − 2)n (Taylor Series about a = 2)

D4 :
1

z + i
=

1

z − 2 + 2 + i

=
1

z − 2

1

1 + 2+i
z−2

=
1

z − 2

∞∑
n=0

(−1)n
(2 + i)n

z − 2

n

=

∞∑
n=0

(−1)n(2 + i)n(z − 2)−1−n

=

−1∑
k=−∞

(−1)k+1(2 + i)−(k+1)(z − 2)k (Laurent Series about a = 2)

Note that the series expansion in D4 after the third equality is valid (convergent) of and only

if

∣∣∣∣ 2 + i

z − 2

∣∣∣∣ < 1, if and only if |z − 2| >
√

5

Example: f(z) =
1

sin(z)
has singularities at kπ for k ∈ Z. If a = π, then f(z) has a

Laurent series valid in D : (0 < |z − π| < π) shown, The series expansion can be obtained as
follows

1

sin(z)
=

1

sin(z − π + π)
= − 1

sin(z − π)
= − 1

z − π
z − π

sin(z − π)

Let w = z − π and note that

w

sin(w)
=

w∑
k odd

wk

k!

=
1

1− w2

3! + w4

5! − . . .
= 1 +

1

6
w2 +

7

360
w4 + . . .

where the last equality is obtained by long division. The series thus obtained is convergent
for all |w| < π and hence for all |z − π| < π. The Laurent Series

1

sin(z)
= − 1

z − π

[
1 +

1

6
(z − π)2 +

7

360
(z − π)4 + . . .

]
= − 1

z − π
− 1

6
(z − π)− . . .

is, on the other hand, valid for all z such that 0 < |z − π| < π
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Example: e1/z is analytic in 0 < |z| < ∞. Its Laurent Series about 0 is obtained from

ew =

∞∑
k=0

wk

k!
with w = 1/z

e1/z =
∞∑
k=0

1

k!
(z−1)k =

0∑
n=−∞

1

(−n)!
zn

5.7 Classification of Singularities

If f(z) is not analytic at a point z = a but analytic in a neighbourhood of it, then a is an
isolated singular point of f . Otherwise, it is a non-isolated singular point.

Example

(1)

f(z) =
1

sin(1
z )

is singular at z = 0 and at z =
1

kπ
for k 6= 0, k ∈ Z. All singularities at

1

kπ
are isolated

but z = 0 is a non-isolated singular point since every disk 0 < |z| < ρ contains infinitely

many singularities
1

kπ
for sufficiently large k ∈ Z, no matter how small ρ > 0 is.

(2) f(z) = log(z) is singular at all points on its branch-cut, all singularities on which are
non-isolated.

(3) f(z) = |z|2 was shown to be nowhere analytic so that each point on the complex plane
is a non-isolated singularity.

Suppose now that f has an isolated singularity at a. This means that, there is ρ > 0, such
that f is analytic in the deleted neighbourhood 0 < |z − a| < ρ of a. Hence, f has a Laurent
Series Expansion about a:

f(z) =
∞∑

n=−∞
cn(z − a)n = · · ·+ c−2

1

(z − a)2
+ c−1

1

z − a
+ c0 + c1z − a+ . . .

If there are only a finite number N of negative indexed terms in this expansion, then a is a
pole of order N of f :

f(z) = c−N
1

(z − a)N
+ · · ·+ c−1

1

z − a
+ c0 + c1(z − a) + . . .

If, there are infinitely many negative indexed terms, then a is an essential singularity of f .

Example

(1) f(z) = e1/z =

0∑
n=−∞

1

(−n)!
zn has an essential singularity at z = 0.
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(2) f(z) =
1

z2(1− z)
has two Laurent series about z = 0:

0 < |z| < 1 : f(z) =
1

z2
(1 + z + z2 + . . . )

|z| > 1 : f(z) = − 1

z3

(
1

z
+

1

z2
+ . . .

)
According to our classification, there is a pole of order 2 of f , and 0 is not an essential
singularity.

5.7.1 Picard’s Theorem

If z = a is an essential singularity of f(z), then in each neighbourhood of a, f(z) = c for
every given complex number c, except at most one number for an infinite number of values
of z.

Example: e1/z = c =⇒ 1

z
= log(c) = ln |c| + i(θ0 + 2πk) so that zk =

1

ln |c|+ i(θ0 + 2πk)
for k ∈ Z. The exception to c values here is c = 0 !!

If z = a is a pole, then |f(z)| −−−→
z→a

∞, because, say for a second order pole,

f(z) =
c−2

(z − a)2
+

c−1

z − a
+ c0 + c1(z − a) + . . .︸ ︷︷ ︸

g(z)

=⇒ |(z − a)2f(z)| = |c−2 + c−1(z − a) + g(z)(z − a)2|
lim
z→a

{
|z − a|2|f(z)|

}
= 0 · lim

z→a
|c−2|

so that lim
z→a
|f(z)| must be ∞.

If z = a is an essential singularity, |f(z)| −−−→
z→a

∞ is not true.

Example:

e−
1
z2 −−−→

x=0
y→0

lim
y→0

e
1
y2 =∞ but

e−
1
z2 −−−→

y=0
x→0

lim
x→0

e−
1
x2 = 0

5.7.2 Relation to Zeroes

If f is analytic at a, then it has a Taylor series about a

f(z) = f(a) + f ′(a)(z − a) +
f ′′(a)

2!
(z − a)2 + . . .
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If f(a) = 0, f ′(a) = 0, . . . , f (k−1)(a) = 0, f (k)(a) 6= 0, then f is said to have a zero of order
(or multiplicity) k at a. Then, the Taylor series of f is

f(z) =
∞∑
n=k

f (n)(a)

n!
(z − a)n =

f (k)(a)

k!
(z − a)k + · · ·+

(
higher order

terms

)
Example: sin(z) has a first order (simple) zero at every z = kπ (k ∈ Z). 1 − cos(z) has a

2nd order zero at z = 0 and simple zeros at 2kπ. sin3(z) has a 3rd order zero at z = 0 and at
z = kπ, k 6= 0. sin(z3) also has 3rd order zero at z = 0.

Fact: If p(z), q(z) have zeros of orders P, Q, respectively, at a, then f(z) =
p(z)

q(z)
has a

pole of order Q − P at a provided Q > P and is analytic at a (with a zero of order P −Q)
of Q ≤ P .

Example: f(z) =
(π − z)(z4 − 3z2)

sin2(z)
has candidate singular points at z = nπ, n ∈ Z. Let

p(z) = (π − z)z2(z2 − 3), q(z) = sin2(z)

z = 0 : P = 2, Q = 2 =⇒ analytic if z = 0

z = π : P = 1, Q = 2 since sin2 z = sin2(z − π + π) = sin2(z − π) = (z − π)2 − 1

3
(z − π)4 + . . .

so that f has a simple pole at π.

z = nπ, n 6= 0, n 6= 1 : P = 0, Q = 2 =⇒ 2nd order poles at such points.

5.7.3 Residue Theorem

Let zj be an isolated singularity of f(z) and let cj be a positively oriented circle of radius
ρ > 0 about zj such that f is analytic in the disk 0 < |z − zj | ≤ ρ, (i.e., everywhere on and
inside the circle except at zj). The residue of f at zj is

Res
z=zj

f(z) =
1

2πi

�
Cj

f(z)dz

By the Laurent series of f in the disk 0 < |z− zj | < ρ about zj , it follows that the coefficient
c−1 of (z − zj)−1 in the series is

c−1 = Res
z=zj

f(z)

Theorem: Let f be analytic on and inside a positively oriented contour C except at the
isolated singularities z1, . . . , zk inside C. Then

�
C
f(z)dz = 2πi

k∑
j=1

Res
z=zj

f(z)

Proof: By deformation results Corollary 3 on page 75, we have (in the figure above)
�
C
f(z)dz =

�
C1

f(z)dz +

�
C2

f(z)dz = 2πi(Res
z=z1

f(z) + Res
z=z2

f(z))

87



Example:

I =

�
C

1

(z − 1)(z − 2)2︸ ︷︷ ︸
f(z)

dz = 2πi
[
Res
z=1

f(z) + Res
z=2

f(z)
]

Res
z=1

f(z) :
1

z − 1

1

(z − 2)2
=

1

z − 1

1

(z − 1− 1)2

=
1

z − 1
[1 + (z − 1) + (z − 1)2 + . . . ]2

=⇒ Res
z=1

= 1 (coefficient of
1

z − 1
above)

Res
z=2

f(z) :
1

(z − 2)2

1

z − 2 + 1
=

1

(z − 2)2
[1− (z − 2) + (z − 2)2 + . . . ]

=⇒ Res
z=2

= −1 (coefficient of
1

z − 2
above)

Hence, I = 1− 1 = 0

Example: I =

�
C
z4 sin

(
1

z

)
dz; C is positive unit circle. There is only one singularity

at z = 0 inside C, which is an essential singularity. The Laurent series about 0 is

f(z) = z4 sin(
1

z
) = z4

(
1

z
− 1

3!

1

z3
+

1

5!

1

z5
− 1

7!

1

z7
+ . . .

)
= z3 − 1

3!
z +

1

5!

1

z
− 1

7!

1

z3
+ . . . , 0 < |z| <∞

so that Res
z=0

f(z) =
1

5!
=

1

120
. Hence, I = 2πi

1

120
=
iπ

60
. This example makes the point that

the residue is valid whenever the Lauren Series exists.

Calculation of Residue for Poles

Given that f(z) has a a pole of order N at a, we have

f(z) = c−N
1

(z − a)N
+ c−N+1

1

(z − a)N−1
+ . . .

=⇒ (z − a)Nf(z) = c−N + c−N+1(z − a) + . . .

so that (z − a)Nf(z) has the Taylor series about a given by the right hand side. Hence,

c−N+l =
1

l!

dl

dzl
[
(z − a)Nf(z)

]∣∣
z=a

; l = 0, 1, 2, . . . , N − l, . . .

=⇒ c−1 =
1

(N − 1)!

dN−1

dzN−1

[
(z − a)Nf(z)

]
z=a

= Res
z=a

f(z)

(5.14)
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Application of Residues to Real Integrals

Consider the improper integral

I = lim
R→∞

� R

−R

dx

x2 + 1
=

� ∞
−∞

dx

x2 + 1

Let C := C0 + CR and consider the integral

J =

�
C

dz

z2 + 1
; f(z) =

1

z2 + 1

If R > 1, then by the Residue Theorem, J = 2πiRes
z=1

f(z), as z = i is the singularity inside

C. Thus, J = 2πi
1

z + i

∣∣∣∣
z=i

= π, by (5.14). On the other hand,

J =

�
C0

+

�
CR

=

� R

−R

dx

x2 + 1
+

�
CR

dz

z2 + 1

so that

I = lim
R→∞

� R

−R

dx

x2 + 1
= lim

R→∞
J − lim

R→∞

�
CR

= π − lim
R→∞

�
CR

f(z)dz

But for z ∈ CR, we have, by the figure above *insert figure*, |z−i| ≤ R−1, |z+i| ≤
√
R2 + 1

|f(z)| =
∣∣∣∣ 1

z2 + 1

∣∣∣∣ =
1

|z − i||z + i|
≤ 1

(R− 1)
√
R2 + 1

which gives that

lim
R→∞

∣∣∣∣�
CR

f(z)dz

∣∣∣∣ ≤ lim
R→∞

2πR

(R− 1)
√
R2 + 1

= 0 (5.15)

It follows that lim
R→∞

�
CR

= 0 also and, hence I = π. Alternatively, (5.15) can also be shown

noting that z = Reiθ, we have∣∣∣∣�
CR

dz

z2 + 1

∣∣∣∣ =

∣∣∣∣� p

0
i
iReiθdθ

R2ei2θ + 1

∣∣∣∣ ≥ � π

0

R

R2 + 1
dθ =

πR

R2 − 1

which gives the same result.

Example: I =

� ∞
0

cos(ax)

x2 + 1
dx, a > 0. This time consider

f(z) =
eiaz

z2 + 1
, J =

�
C
f(z)dz

where C is the same semi-circle as in the *figure* on page 89. We have

J =

� R

−R

eiax

x2 + 1
dx+

�
CR

eiaz

z2 + 1
dz (5.16)
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For any R > 1, J = 2πiRes f(z) = 2πi

(
eiaz

z + i

)∣∣∣∣
z=i

= πe−a.

Further, for any z ∈ CR, we have z = Reiθ and

|f(z)| = |eiaz|
|z2 + 1|

=
|eia(x+iy)|

|T 2ei2θ + 1| ≤ e−ay

R2+1
; x+ iy ∈ CR

Hence,

lim
R→∞

∣∣∣∣�
CR

f(z)dz

∣∣∣∣ ≤ lim
R→∞
y→∞

πRe−ay

R2 − 1
= 0

Taking limits as |z| → ∞ or R→∞ and y →∞ in (5.16), we get

πe−a =

� ∞
−∞

eiax

x2 + 1
+ lim
R→∞

�
CR

eiaz

z2 + 1
dz

=

� ∞
−∞

eiax

x2 + 1
dx

Taking the real and imaginary parts of the two sides, we get
� ∞
−∞

cos(ax)

x2 + 1
dx = πe−a,

� ∞
−∞

sin(ax)

x2 + 1
dx = 0

It follows, by the fact that the integrand
cos(ax)

x2 + 1
is even:

I =

� ∞
0

cos(ax)

x2 + 1
dx =

1

2
πe−a

5.7.4 Definite Integrals

Example:

I =

� 2π

0

1

2− sin(θ)
dθ =

�
C

dz
iz

2− z−z−1

2i

where z = eiθ for a point on the positively oriented unit circle, so that

cos(θ) =
z + z−1

2
, sin(θ) =

z − z−1

2i
, dz = ieiθdθ = izdθ

Hence,

I =

�
C

dz

2iz − z2 − 1

2

=

�
C

f(z)︷ ︸︸ ︷
−2

z2 − 4iz − 1
dz

Singularities of f(z) are at z1 = (2 +
√

3)i, z2 = (2 −
√

3)i and z1 is outside the unit circle,
whereas z2 is inside. thus

I = 2πi Res
z=z2

f(z) = −2(2πi)

∣∣∣∣ 1

z − z1

∣∣∣∣
z=z2

= −4πi
1

z2 − z1
=

2π√
3
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Example:

I =

� π

0

cos(t)

1− 2a cos(t) + a2
dt, −1 < a < 1

Since the integrand is an even function of t, we have

I =
1

2

� π

−π

cos(t)

1− 2a cos(t) + a2
dt

=
1

2

�
C

(z + z−1)/2

1− 2a[(z + z−1)/2] + a2

dz

iz

= − 1

4ai

�
C

z2 + 1

z
(
z2 − 1+a2

a + 1
)

︸ ︷︷ ︸
f(z)

dz

The singularities of f(z) are at z1 = 0, z2 = a, z3 = 1
a and z1, z2 are inside z3 is outside the

unit circle C. Hence

I =
2πi

4ai

[
Res
z=0

f(z) + Res
z=a

f(z)
]

=

[
z2 + 1

z2 − 1+a2

a z + 1

∣∣∣∣∣
z=0

+
z2 + 1

z(z − 1
a)

∣∣∣∣∣
z=a

]
(− π

2a
)

=⇒ I = − π

2a

(
1 +

a2 + 1

a2 − 1

)
=

πa

1− a2
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